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Chapter Six

Constrained Optimization

Lecture 4



3: Multivariate Optimization with Inequality Constraints

This section is concerned with the solution of the following problem:

Minimize 𝒇 𝑿 …………………………………………………………… . (𝟐𝟎)

Subject to

𝒈𝒋 𝑿 ≤ 𝟎, 𝒋 = 𝟏, 𝟐,… ,𝒎………………………………………………… (𝟐𝟏)

The inequality constraints can be transformed to equality constraints by 

adding nonnegative slack variables 𝒚𝒋
𝟐 as

𝒈𝒋 𝑿 + 𝒚𝒋
𝟐 = 𝟎 , 𝒋 = 𝟏, 𝟐,… ,𝒎………………………………………… . 𝟐𝟐

Where the values of the slack variables are yet unknowns.

The problem is now in a form suitable for the application of the methods 

discussed in the preceding section.

Therefore our problem becomes



Minimize 𝒇 𝑿 …………………………………………………………… . (𝟐𝟑)

Subject to

𝑮𝒋 𝑿,𝒀 = 𝒈𝒋 𝑿 + 𝒚𝒋
𝟐 = 𝟎 , 𝒋 = 𝟏, 𝟐, … ,𝒎…………………………… (𝟐𝟒)

Where 𝒀 =

𝒚𝟏
𝒚𝟐
⋮
𝒚𝒏

𝒊𝒔 𝒕𝒉𝒆 𝒗𝒆𝒄𝒕𝒐𝒓 𝒐𝒇 𝒕𝒉𝒆 𝒔𝒍𝒂𝒄𝒌 𝒗𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔.

This problem can be conveniently solved by the method of Lagrange 

multipliers.

For this, we construct the Lagrange function 𝑳 as

𝑳 𝑿, 𝒀, 𝝀 = 𝒇 𝑿 + σ𝒋=𝟏
𝒎 𝝀𝒋𝑮𝒋 𝑿,𝒀 …………………………………… . (𝟐𝟓)

Where 𝝀 =

𝝀𝟏
𝝀𝟐
⋮
𝝀𝒎

𝒊𝒔 𝒕𝒉𝒆 𝒗𝒆𝒄𝒕𝒐𝒓 𝒐𝒇 𝑳𝒂𝒈𝒓𝒂𝒏𝒈𝒆𝒎𝒖𝒍𝒕𝒊𝒑𝒍𝒊𝒆𝒓𝒔.



The necessary conditions are

𝝏𝑳

𝝏𝒙𝒊
=

𝝏𝒇

𝝏𝒙𝒊
+ σ𝒋=𝟏

𝒎 𝝀𝒋
𝝏𝒈𝒋

𝝏𝒙𝒊
𝑿 = 𝟎, 𝒊 = 𝟏, 𝟐,… , 𝒏 … ………………… . (𝟐𝟔)

𝝏𝑳

𝝏 𝝀𝒋
= 𝑮𝒋 𝑿,𝒀 = 𝒈𝒋 𝑿 + 𝒚𝒋

𝟐 = 𝟎 , 𝒋 = 𝟏, 𝟐, … ,𝒎 …………………(𝟐𝟕)

𝝏𝑳

𝝏 𝒚𝒋
= 𝟐𝝀𝒋𝒚𝒋 = 𝟎, , 𝒋 = 𝟏, 𝟐,… ,𝒎……………………………………… (𝟐𝟖)

Note (5):

Equation (27) ensure that the constraints 𝒈𝒋 𝑿 ≤ 𝟎, 𝒋 = 𝟏, 𝟐,… ,𝒎 are 

satisfied, while Equation (28) imply that either 𝝀𝒋 = 𝟎 or 𝒚𝒋 = 𝟎.

𝑰𝒇 𝝀𝒋 = 𝟎, it means that the constraint is inactive and hence it can be 

ignored. If 𝒚𝒋 = 𝟎, it means that the constraint is active (𝒈𝒋 = 𝟎) at the 

optimum point.



Consider the division of the constraints into two subsets 𝑱𝟏 𝒂𝒏𝒅 𝑱𝟐 where

𝑱𝟏 + 𝑱𝟐 𝒓𝒆𝒑𝒓𝒆𝒔𝒆𝒏𝒕 the total set of constraints. 

Let the set 𝑱𝟏 indicate the indices of those constraints which are active at 

the optimum point and 𝑱𝟐 include the indices of all inactive constraints.

Thus for 𝒋 𝝐 𝑱𝟏 , 𝒚𝒋 = 𝟎 (constraints are active) and for 𝒋 𝝐 𝑱𝟐 , 𝝀𝒋 = 𝟎

(constraints are inactive) and Equation (26) can be simplified as

𝝏𝒇

𝝏𝒙𝒊
+ σ𝒋 𝝐 𝑱𝟏

𝝀𝒋
𝝏𝒈𝒋

𝝏𝒙𝒊
= 𝟎, 𝒊 = 𝟏, 𝟐,… , 𝒏……………………………… . . … . . (𝟐𝟗)

Similarly Equation (27) can be written as

𝒈𝒋 𝑿 = 𝟎 𝒇𝒐𝒓 𝒋 𝝐 𝑱𝟏……………………………………………………… . 𝟑𝟎

And

𝒈𝒋 𝑿 + 𝒚𝒋
𝟐 = 𝟎 𝒇𝒐𝒓 𝒋 𝝐 𝑱𝟐………………………………………………… . . 𝟑𝟏



Note (6):

Equations (29), (30) and (31) represent 𝒏 + 𝒑 + 𝒎− 𝒑 = 𝒏 +𝒎

equations in the 𝒏 +𝒎 unknowns 𝒙𝒊 , 𝒊 = 𝟏, 𝟐,… , 𝒏 , 𝝀𝒋 (𝒋 𝝐 𝑱𝟏) and 

𝒚𝒋 (𝒋 𝝐 𝑱𝟐) where 𝒑 denotes the number of active constraints.

Assuming that the first 𝒑 constraints are active. Equation (29) can be 

expressed as

−
𝝏𝒇

𝝏𝒙𝒊
= 𝝀𝟏

𝝏𝒈𝟏
𝝏𝒙𝒊

+ 𝝀𝟐
𝝏𝒈𝟐
𝝏𝒙𝒊

+⋯+ 𝝀𝒑
𝝏𝒈𝒑

𝝏𝒙𝒊
, 𝒊 = 𝟏, 𝟐,… , 𝒏…………………(𝟑𝟐)

Equation (32) can be written as

−𝛁𝒇 = 𝝀𝟏𝛁𝒈𝟏 + 𝝀𝟐𝛁𝒈𝟐 +⋯+ 𝝀𝒑𝛁𝒈𝒑 ……………………………………(𝟑𝟑)

Where 𝛁𝒇 𝒂𝒏𝒅 𝛁𝒈𝒋 are the gradients of the objective function and 𝒋𝒕𝒉

𝒄𝒐𝒏𝒔𝒕𝒓𝒂𝒊𝒏𝒕 𝒈𝒊𝒗𝒆𝒏, 𝒓𝒆𝒔𝒑𝒆𝒄𝒕𝒊𝒗𝒆𝒍𝒚, 𝒃𝒚:



𝛁𝒇 =

𝝏𝒇

𝝏𝒙𝟏

⋮
𝝏𝒇

𝝏𝒙𝒏

𝒂𝒏𝒅 𝛁𝒈𝒋 =

𝝏𝒈𝒋

𝝏𝒙𝟏

⋮
𝝏𝒈𝒋

𝝏𝒙𝒏

.

Note (7):

Equation (33), means that the negative of the gradient of the objective 

function can be expressed as a linear combination of the gradients of the 

active constraints at the optimum point. 



Kuhn Tucker Conditions

The conditions to be satisfied at a constrained minimizer point 

𝑿∗ of the problem stated in Equations (20) and (21) can be 

expressed as:

𝝏𝒇

𝝏𝒙𝒊
+ σ𝒋 𝝐 𝑱𝟏

𝝀𝒋
𝝏𝒈𝒋

𝝏𝒙𝒊
= 𝟎, 𝒊 = 𝟏, 𝟐,… , 𝒏……………………… (𝟑𝟒)

And

𝝀𝒋 > 𝟎 , 𝒋 𝝐 𝑱𝟏 ………………………………………………… (𝟑𝟓)

These are called Kuhn – Tucker conditions and are the 

necessary conditions to be satisfied at a local minimizer of 𝒇 𝑿 .



Note (8):

If the set of active constraints is not known, the Kuhn – Tucker 

conditions can be stated as follows:

𝝏𝑳

𝝏𝒙𝒊
=

𝝏𝒇

𝝏𝒙𝒊
+ σ𝒋=𝟏

𝒎 𝝀𝒋
𝝏𝒈𝒋

𝝏𝒙𝒊
= 𝟎, 𝒊 = 𝟏, 𝟐,… , 𝒏 ………………… (𝟑𝟔)

𝝀𝒋𝒈𝒋 = 𝟎 , 𝒋 = 𝟏, 𝟐, … ,𝒎…………………………………… (𝟑𝟕)

𝒈𝒋 ≤ 𝟎 , 𝒋 = 𝟏, 𝟐, … ,𝒎…………………………………… (𝟑𝟖)

And

𝝀𝒋 ≥ 𝟎 , 𝒋 = 𝟏, 𝟐, … ,𝒎…………………………………… (𝟑𝟗)



Note (9):

If the problem is one of maximization or if the constraints are 

of the type 𝒈𝒋 ≥ 𝟎, then 𝝀𝒋 have to be 𝒏𝒐𝒏 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 in 

Equations (36) – (39).


