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Chapter Six

Constrained Optimization

Lecture 1



1: Statement of Constrained Optimization Problem

An optimization problem or mathematical programming problem can 

be stated as follows:

Find 𝑿 =

𝒙𝟏
𝒙𝟐
⋮
𝒙𝒏

which minimizes 𝒇(𝑿) subject to the constraints …  (1)

𝒈𝒋 𝑿 ≤ 𝟎 , 𝒋 = 𝟏, 𝟐,… ,𝒎 ……………………………………    (2)

And 

𝒉𝒋 𝑿 = 𝟎 , 𝒋 = 𝒎+ 𝟏,𝒎 + 𝟐,… , 𝒑, …………………………    (3)

Where 𝑿 𝒊𝒔 𝒂𝒏 𝒏 − 𝒅𝒊𝒎𝒆𝒏𝒔𝒊𝒐𝒏𝒂𝒍 vector called the design vector, 

𝒇(𝑿) is called the objective function and 𝒈𝒋 𝑿 𝒂𝒏𝒅 𝒉𝒋 𝑿 are, 

respectively, the inequality and the equality constraints. 



The number of variables 𝒏 and the number of constraints 𝒑

need not be related in any way. Thus 𝒑 could be less than, 

equal to or greater than 𝒏 in a general mathematical 

problem.

In some problems, the value of 𝒑 might be zero which means 

that there are no constraints on the problem. Such type of 

problems are called unconstrained optimization problems.

Those problems for which 𝒑 is not equal to zero are known 

as constrained optimization problems.



In this section, we will consider the optimization of continuous 

functions subject to equality constraints:

Minimize 𝒇(𝑿) subject to 

……………………………………………  (4)

𝒈𝒋 𝑿 = 𝟎 , 𝒋 = 𝟏, 𝟐,… ,𝒎 …………… (5)

Where

𝑿 =

𝒙𝟏
𝒙𝟐
⋮
𝒙𝒏

Here 𝒎 𝒊𝒔 𝒍𝒆𝒔𝒔 𝒕𝒉𝒂𝒏 𝒐𝒓 𝒆𝒒𝒖𝒂𝒍 𝒕𝒐 𝒏. Otherwise ( 𝒊𝒇 𝒎 > 𝒏) the 

problem becomes over defined and in general, there will be no 

solution.



There are serval methods available for solution of this problem. One of 

them is the method of Lagrange multipliers which is discussed below.

2-1: Solution by the Method of Lagrange Multipliers

In the Lagrange multiplier method, we introduce one additional 

variable to the problem for each constraint. Thus if the original problem 

has 𝒏 variables and 𝒎 equality constraints, we add 𝒎 additional 

variables to the problem so that the final number of unknowns are

𝒏 +𝒎 .

The basic feature of the method will be initially given for a simple 

problem of two variables with one constraint. The extension of the 

method to a general problem of 𝒏 variables with 𝒎 constraints will be 

given later.



Now consider the problem

Minimize 𝒇(𝒙𝟏, 𝒙𝟐) subject to 𝒈 𝒙𝟏, 𝒙𝟐 = 𝟎.

𝑫𝒆𝒇𝒊𝒏𝒆 𝒂 𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏 𝑳, known as Lagrange function as

𝑳 𝒙𝟏, 𝒙𝟐, 𝝀 = 𝒇 𝒙𝟏, 𝒙𝟐 + 𝝀𝒈 𝒙𝟏, 𝒙𝟐 , ……………………………… (6)

Where 𝝀 𝒊𝒔 𝒂 𝒒𝒖𝒂𝒏𝒕𝒊𝒕𝒚, 𝒄𝒂𝒍𝒍𝒆𝒅 𝒕𝒉𝒆 𝑳𝒂𝒈𝒓𝒂𝒏𝒈𝒆𝒎𝒖𝒍𝒕𝒊𝒑𝒍𝒊𝒆𝒓.

If the partial derivatives of Equation (6) with respect to 𝒙𝟏, 𝒙𝟐 𝒂𝒏𝒅 𝝀 is 

set equal to zero, the necessary conditions given by the following 

equations
𝝏𝑳

𝝏𝒙𝟏
=

𝝏𝒇

𝝏𝒙𝟏
+ 𝝀

𝝏𝒈

𝝏𝒙𝟏
= 𝟎 …………………………………………………… (𝟕)

𝝏𝑳

𝝏𝒙𝟐
=

𝝏𝒇

𝝏𝒙𝟐
+ 𝝀

𝝏𝒈

𝝏𝒙𝟐
= 𝟎…………………………………………………… (𝟖)

𝝏𝑳

𝝏𝝀
= 𝒈 𝒙𝟏, 𝒙𝟐 = 𝟎……………………………………………………… (𝟗)

Which are to be satisfied at an extreme point 𝒙𝟏
∗, 𝒙𝟐

∗ .



Example (1):

Minimize 𝒇 𝒙, 𝒚 = 𝒙−𝟏𝒚−𝟐 subject to 

𝒈 𝒙, 𝒚 ≡ 𝒙𝟐 + 𝒚𝟐 − 𝟗 = 𝟎 , 𝒙 > 𝟎, 𝒚 > 𝟎.

Solution:

The Lagrange function is

𝑳 𝒙, 𝒚, 𝝀 = 𝒇 𝒙, 𝒚 + 𝝀𝒈 𝒙, 𝒚 , 𝝀 > 𝟎.

⸫𝑳 𝒙, 𝒚, 𝝀 = 𝒙−𝟏𝒚−𝟐 + 𝝀 𝒙𝟐 + 𝒚𝟐 − 𝟗 .

The necessary conditions are
𝝏𝑳

𝝏𝒙
= 𝟎 ,

𝝏𝑳

𝝏𝒚
= 𝟎 𝒂𝒏𝒅

𝝏𝑳

𝝏𝝀
= 𝟎.

Thus, we have

−𝒙−𝟐𝒚−𝟐 + 𝟐𝝀𝒙 = 𝟎 ……………………………………………………(𝑨)

−𝟐𝒙−𝟏𝒚−𝟑 + 𝟐𝝀𝒚 = 𝟎…………………………………………………… . (𝑩)

And



𝒙𝟐 + 𝒚𝟐 − 𝟗 = 𝟎 ………………………………………………………… (𝑪)

Now, from (A), we have 𝟐𝝀 = 𝒙−𝟑𝒚−𝟐 𝒙 ≠ 𝟎 …… .…………………(𝑫)

From (B), we have  𝟐𝝀 = 𝟐𝒙−𝟏𝒚−𝟒 𝒚 ≠ 𝟎 ………………………… . . (𝑬)

Now, from (D) and (E), we have

𝒙−𝟑𝒚−𝟐 = 𝟐𝒙−𝟏𝒚−𝟒 → 𝒙−𝟐 = 𝟐𝒚−𝟐 →
𝟏

𝒙𝟐
=

𝟐

𝒚𝟐
→ 𝒚𝟐 = 𝟐𝒙𝟐 …… (𝑭)

Now, from (C) and (F), we have

𝒙𝟐 + 𝟐𝒙𝟐 − 𝟗 = 𝟎 → 𝟑𝒙𝟐 = 𝟗 → 𝒙 = ∓ 𝟑 𝒂𝒏𝒅 𝒚 = ∓ 𝟔 .

𝑺𝒊𝒏𝒄𝒆 𝝀 > 𝟎 ,𝒘𝒆 𝒕𝒂𝒌𝒆 𝒙 = 𝟑 𝒂𝒏𝒅 𝒚 = 𝟔 𝒂𝒏𝒅 𝒉𝒆𝒏𝒄𝒆 𝝀 =
𝟏

𝟑𝟔 𝟔
.

⸫ 𝒙∗, 𝒚∗ = 𝟑 , 𝟔 .


