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Chapter Five

Quasi – Newton Methods

Lecture 2



Theorem (2):

If {𝑯𝒌} is generated from Algorithm (2) then 𝑯𝒌 is symmetric positive 

definite for all 𝒌 ≥ 𝟎.

Proof:

We use the mathematical induction.

We know that 𝑯𝟎 is symmetric positive definite by hypothesis.

Suppose that 𝑯𝒌 is symmetric positive definite for some 𝒌 > 𝟎 .

Then there exists a symmetric positive definite matrix 𝑴𝒌

𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕 𝑯𝒌 = 𝑴𝒌
𝟐 .

Let 𝒗 𝝐 𝑹𝒏 𝒃𝒆 𝒂 𝒏𝒐𝒏𝒛𝒆𝒓𝒐 𝒗𝒆𝒄𝒕𝒐𝒓 𝒂𝒏𝒅 𝒍𝒆𝒕 𝒑 = 𝑴𝒌𝒗 𝒂𝒏𝒅 𝒒 = 𝑴𝒌𝒚𝒌 .

𝑻𝒉𝒆𝒏 𝒃𝒚 𝒕𝒉𝒆 𝒇𝒐𝒓𝒎𝒖𝒍𝒂 (𝟒) 𝑯𝒌+𝟏 𝒊𝒔 𝒔𝒚𝒎𝒎𝒆𝒕𝒓𝒊𝒄 𝒔𝒊𝒏𝒄𝒆 𝑯𝒌, and  

𝒗𝑻𝑯𝒌+𝟏𝒗 = 𝒗𝑻𝑯𝒌𝒗 +
𝒗𝑻𝒔𝒌𝒔𝒌

𝑻𝒗

𝒔𝒌
𝑻𝒚𝒌

−
𝒗𝑻 𝑯𝒌𝒚𝒌 𝑯𝒌𝒚𝒌

𝑻𝒗

𝒚𝒌
𝑻𝑯𝒌𝒚𝒌

.



We want to prove that 𝒗𝑻𝑯𝒌+𝟏𝒗 > 𝟎.

Now, we have:

𝒗𝑻𝑯𝒌𝒚𝒌 = 𝒗𝑻𝑴𝒌𝑴𝒌𝒚𝒌 = 𝒑𝑻𝒒.

𝒗𝑻𝑯𝒌𝒗 = 𝒗𝑻𝑴𝒌𝑴𝒌𝒗 = 𝒑𝑻𝒑 .

𝒚𝒌
𝑻𝑯𝒌𝒚𝒌 = 𝒚𝒌

𝑻𝑴𝒌𝑴𝒌𝒚𝒌 = 𝒒𝑻𝒒 .

Therefore

𝒗𝑻𝑯𝒌+𝟏𝒗 = 𝒗𝑻𝑯𝒌𝒗 +
𝒗𝑻𝒔𝒌𝒔𝒌

𝑻𝒗

𝒔𝒌
𝑻𝒚𝒌

−
𝒗𝑻 𝑯𝒌𝒚𝒌 𝑯𝒌𝒚𝒌

𝑻𝒗

𝒚𝒌
𝑻𝑯𝒌𝒚𝒌

= 𝒑𝑻𝒑 +
(𝒗𝑻𝒔𝒌)

𝟐

𝒔𝒌
𝑻𝒚𝒌

−
(𝒑𝑻𝒒)𝟐

𝒒𝑻𝒒

= 𝒑𝑻𝒑 −
𝒑𝑻𝒒

𝟐

𝒒𝑻𝒒
+

(𝒗𝑻𝒔𝒌)
𝟐

𝒔𝒌
𝑻𝒚𝒌

=
𝒑𝑻𝒑 𝒒𝑻𝒒 − 𝒑𝑻𝒒

𝟐

𝒒𝑻𝒒
+

(𝒗𝑻𝒔𝒌)
𝟐

𝒔𝒌
𝑻𝒚𝒌



⸫By Schwarz inequality and the definitions of 𝒑 𝒂𝒏𝒅 𝒒,𝒘𝒆 𝒉𝒂𝒗𝒆

𝒑𝑻𝒑 𝒒𝑻𝒒 − 𝒑𝑻𝒒
𝟐
> 𝟎,

𝒖𝒏𝒍𝒆𝒔𝒔 𝒗 = 𝝀𝒚𝒌 𝒇𝒐𝒓 𝒔𝒐𝒎𝒆 𝝀 ≠ 𝟎,𝒘𝒉𝒆𝒏 𝒗𝑻𝒔𝒌 = 𝝀𝒚𝒌
𝑻𝒔𝒌.

But

𝒔𝒌
𝑻𝒚𝒌 = 𝒔𝒌

𝑻𝒈𝒌+𝟏 − 𝒔𝒌
𝑻𝒈𝒌 = −𝒔𝒌

𝑻𝒈𝒌 𝒃𝒆𝒄𝒂𝒖𝒔𝒆 𝒔𝒌 𝒑𝒆𝒓𝒑𝒆𝒏𝒅𝒊𝒄𝒖𝒍𝒂𝒓 𝒕𝒐 𝒈𝒌+𝟏 .

Since 

𝒔𝒌 = 𝜶𝒌𝒑𝒌 = −𝜶𝒌𝑯𝒌𝒈𝒌 .

Therefore 

𝒔𝒌
𝑻𝒚𝒌 = −𝒔𝒌

𝑻𝒈𝒌 = 𝜶𝒌𝒈𝒌
𝑻𝑯𝒌𝒈𝒌 .



Since 𝑯𝒌 is positive definite, therefore 𝒈𝒌
𝑻𝑯𝒌𝒈𝒌 > 𝟎 .

Also, since 𝑯𝒌 is positive definite, therefore −𝑯𝒌𝒈𝒌 is downhill 

direction for 𝒇 at 𝑿𝒌 so 𝜶𝒌 > 𝟎.

Therefore 

𝒔𝒌
𝑻𝒚𝒌 > 𝟎, where𝒗𝑻𝒔𝒌 ≠ 𝟎 if 𝒗 = 𝝀𝒚𝒌.

Therefore 𝒗𝑻𝑯𝒌+𝟏𝒗 > 𝟎.

⸫𝑯𝒌+𝟏 is positive definite matrix and hence by induction 𝑯𝒌 is 

symmetric positive definite matrix for all 𝒌 ≥ 𝟎.



Lemma (1):

If 𝑴 is an 𝒏 × 𝒏 matrix with 𝒏 linearly independent eigenvectors 𝒖𝒊 ,

(𝒊 = 𝟏, 𝟐,⋯ , 𝒏) 𝒆𝒂𝒄𝒉 𝒄𝒐𝒓𝒓𝒆𝒔𝒑𝒐𝒏𝒅𝒊𝒏𝒈 to eigenvalue unity. 

Then 𝑴 is the 𝒏 × 𝒏 identity matrix 𝑰 .

Proof:

Since 𝒖𝒊 is eigenvectors for 𝒕𝒉𝒆 𝒎𝒂𝒕𝒓𝒊𝒙 𝑴.

⸫𝑴𝒖𝒊 = 𝒖𝒊 , 𝒊 = 𝟏, 𝟐,⋯ , 𝒏.

Since 𝒖𝒊 , 𝒊 = 𝟏, 𝟐,⋯ , 𝒏 are linearly independent.

⸫𝑭𝒐𝒓 𝒗 𝝐 𝑹𝒏, then there exist real numbers 𝒄𝒊, , 𝒊 = 𝟏, 𝟐,⋯ , 𝒏 such that

𝒗 = σ𝒊=𝟏
𝒏 𝒄𝒊𝒖𝒊 .

⸫𝑴𝒗 = σ𝒊=𝟏
𝒏 𝒄𝒊𝑴𝒖𝒊 = σ𝒊=𝟏

𝒏 𝒄𝒊𝒖𝒊 = 𝒗 .

Therefore 𝑴 = 𝑰 .


