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Qua3| Newton Methods

_ecture 1



1: Introduction:
Let f: R — R have continuous second partial
derivatives in a convex set D < R™ and let the Hessian
matrix G(X) be positive definite for all X € D. Also let
X" be a critical point of f in D.

Then the general quasi — Newton method for
minimizing f which is given in the following 5
algorithm. i”




Algorithm (1):
It Is assumed that an estimate X, of a minimizer X* of f and a matrix Hy are
given.
1: Set k = 0.
2: Compute f(X;) and g, = g(X;), where g, is the gradient ve

of f at X, . '
: Compute the search direction p;, as: p;, = —H g, -
: Compute ay, such that f(X; + a;pi) = moinf(Xk + ap;).

: Compute Xj41 aS: Xp1q1 = X + agpy

: Compute ggi1 = 9(Xp41), Sk = Xpy1 — X and Yy = gjyq —

. Compute Hy, 4 such that Hy,; = H;, + Cy, Where Cy, I1s such that Hk+1 is
positive definite and satisfy the quasi - Newton equation which is
defined by Hy, . 1Y = s;, ,k = 0.

8. Set k = k + 1 and go to step 3.
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Note (1):
In Algorithm (1), Cy, 1s not defined precisely by the requirements listed In
step 7. Therefore Algorithm (1) contains a class of methods rather than a
single quasi — Newton method. Many updating formula of type el
H, ., = H; + C; have been proposed.

Theorem (1): ..
The search direction p;,, = —H,; g, 1s downhill direction if Hj, Is positive

definite matrix.
Proof: (H.W.)

Some of the most first quasi — Newton methods will be described in the
following sections.



2. Davidon — Fletcher — Powell Method (DFP)

It Is one of the best methods for unconstrained minimization in which
the gradient vector of the objective function is required. The DFP
method Is interesting also because It Is at once a conjugate direction
method and a quasi- Newton method, as will be established in this
section.

As stated in section 1, H, 4 1S not uniquely defined by the requirement
that it satisfy the quasi — Newton equation.

Indeed It is easily shown that a class of updating formula for H,, every

member of which satisties the quasi — Newton equation Is define




Hk+1_ Hk + Skuk Hkykvk e res wes wes ns s e wer mas mms wer s mms (1)
Where u;, and v, are any nonzero vectors such that

ukyk =1 and vkyk e P
Hi 1Yk = Hiyy + sy — Hiyeviye
=H,y, + s, — Hpyy = S .
~. The formula (1) satisfies the quasi — Newton equation.
Let

S H
2k and vy = e e e e e e e e T
Skyk YicHrkYk

=~ Uy and v, defined by (3) satisfy (2).
Therefore the matrix Hy 4 given by updating formula ((Equation (1)))

(Hiyi) (Hyi)T
H,..= H, + S"Sk T ¢
k+1 k Skyk )’i”kyk ( )

H, . 1 In (4) satisfies the quasi — Newton equation.

Uy =




Now, we give the DFP Algorithm.
Algorithm (2):

It Is assumed that an estimate X, of a minimizer X* of f: R"™ - R and a
symmetric positive definite matrix Hy are known, where Hy = I Is an
Identity matrix.

1: Set k = 0.
2: Compute g, from g, = g(X;).
3. Compute py fromp, = —H; gy, .

4: Compute ay, , Xy+1from f(X; + aipy) = min f(X;, + ap;) and
a -

Xp+1 = Xg + agpy

5: Compute gy, from gy 1 = g(Xp11).
6: Compute si ,y, from s, = a;p;, and y;, = gx+1 — 9k -




7 If convergence Is considered to have been obtained, then go
to step 11.

8. Compute z;, from z;, = H,y;, .

sks£ ZkZy,
Sk YkZk

9: Compute Hy,1 from H;.1 = H;, +

10: Set k = k + 1 and go to step 3.
12: Stop.




