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Chapter Four

‘Conjugate Direction
Methods

|_ecture 2



Conjugate Direction Method:
et us apply the general descent algorithm to the objective function

f:R" > Rdefined by: f(X) =-XTAX +b"X +c,
Where 4 is an n X n symmetric positive definite matrix, bisann x 1
vector and c is a real number.

Now f has a gradient vector g given by:

g(X) =AX+b.

If f has the strict global minimizer X* in R", then g(X*) = 0.
Suppose the descent directions py, ,k =0,1,2,---,n—1,used int
general descent algorithm are A — conjugate and the ay, are );\ *
determined so that i’

f(X; + agpr) = min f(X; + ap;) is satisfied.
a
We then have the general conjugate direction algorithm.




Algorithm (1): (General Conjugate Direction Algorithm)

It Is assumed that an estimate X, of X™ Is given.
1: Compute go from g, = g(Xo), Where g is the gradient vector.
2: Compute po such that gip, < 0.
3:Setk = 0.

4: Compute a; and X, .1 such that
X + aqpr) = min f(X; + apy) and Xpy1 = Xi + axpyc

6: Set k = k + 1 and go to step 4.



Example:
Let f: R* — R be defined by f(X) = XTAX - b'X,

12 1 I3 10 11 I 1
where A = [1 2],b = _3],X0 = [O],po = [O] and p1 = [—2]'
Verify that the iteration X, generated from general conjugate direction
method iIs the minimizer of f.

Solution:
We can write f(X) as follows:

f(X)=[x1,x2]ﬁ ”le 3,3] [xz]

= [2x1 + x5, x1+2x2][ ! —3x1—3x,

= 2x5 + x1%3 + X1X; + 2x5 — 3x1 — 3 x;,
= 2x% + 2x.x, + 2x5 — 3x1 — 3 x;,




Now, we compute the gradient vector g(X) as follows:

of @
g(X) = [a;l ’ax];]T: [4x, + 2x5 — 3, 2x; + 4x, — 3]".

~ go = gXo) = [-3,-3]".

Now, we compute a and X as follows:
_ 10 11 [«

X1 =Xog+ apy = [0] + a[o] = [O]

f(X)) =2a* - 3a

Set L=0-4a-3=0->a=2

2f _ 3. L
= =4 >0 - «a = - Isaminimizer of f(X1).

“[a

Since —




3 3
g(X1)=[3+0—3,E+O—3]T= [0'_E]T-
Inthe same way find X,:
3 3
11 |-+ «a
+a[_2]— 4

—2a

4
0

~ f(Xy) = 2(% + a)’—4 G + a) a+8a” —3 G + a) + 6a

X2=X1+ap1=

_o(2 3 2\ _ 2 — Ay2 2 _ 92 _
—2(16+2a+a) 3a —4a” + 8a " 3a + 6a

=§+3a+2a2—3a—4a2+8a2—%—3a+6a

= 6a2+3a—§.



da 4°
d?
Since da’; =12 >0 - a= —i IS a minimizer of f(X5).
I
"X, = [4 + a] i
2a 5

. g(Xz) =[0,0]"

= X5 Is the minimizer of f.




Theorem (4):
I
1: Xo € R™ Is arbitrary.

2: X* is the minimizer of f defined by f(X) = XTAX + b"X + c,
where A is an n X n symmetric positive definite matrix,
bisann X 1 vector and c is a real number.

3:pr,k=01,2,---,n—1are A — conjugate.

4. X, ,k=1,2,--- are generated from general conjugate directi

: S ¥
algorithm. T
Then X,, = X" for somem <n.




Note (3):
Theorem (4) says that the minimizer X* of f defined by

f(X) = %XTAX + b'X + ¢, is attained exactly in at most n
Iterations by using general conjugate direction algorithm.




