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Chapter Four

Conjugate Direction 

Methods

Lecture 2



Conjugate Direction Method:

Let us apply the general descent algorithm to the objective function 

𝒇:𝑹𝒏 → 𝑹 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚: 𝒇 𝑿 =
𝟏

𝟐
𝑿𝑻𝑨𝑿 + 𝒃𝑻𝑿 + 𝒄,

Where 𝑨 𝒊𝒔 𝒂𝒏 𝒏 × 𝒏 symmetric positive definite matrix, 𝒃 𝒊𝒔 𝒂𝒏 𝒏 × 𝟏

vector and 𝒄 is a real number.

Now 𝒇 has a gradient vector 𝒈 given by:

𝒈 𝑿 = 𝑨𝑿+ 𝒃.

𝑰𝒇 𝒇 𝒉𝒂𝒔 𝒕𝒉𝒆 𝒔𝒕𝒓𝒊𝒄𝒕 𝒈𝒍𝒐𝒃𝒂𝒍 𝒎𝒊𝒏𝒊𝒎𝒊𝒛𝒆𝒓 𝑿∗ 𝒊𝒏 𝑹𝒏, then 𝒈 𝑿∗ = 𝟎.

Suppose the descent directions 𝒑𝒌 , 𝒌 = 𝟎, 𝟏, 𝟐,⋯ , 𝒏 − 𝟏 , used in the 

general descent algorithm are 𝑨 − 𝒄𝒐𝒏𝒋𝒖𝒈𝒂𝒕𝒆 and the 𝜶𝒌 are 

determined so that 

𝒇 𝑿𝒌 + 𝜶𝒌𝒑𝒌 = 𝐦𝐢𝐧
𝜶

𝒇(𝑿𝒌 + 𝜶 𝒑𝒌) 𝒊𝒔 𝒔𝒂𝒕𝒊𝒔𝒇𝒊𝒆𝒅.

We then have the general conjugate direction algorithm.



Algorithm (1): (General Conjugate Direction Algorithm)

It is assumed that an estimate 𝑿𝟎 of 𝑿∗ is given.

1: Compute 𝒈𝟎 𝒇𝒓𝒐𝒎 𝒈𝟎 = 𝒈(𝑿𝟎), where 𝒈 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒂𝒅𝒊𝒆𝒏𝒕 𝒗𝒆𝒄𝒕𝒐𝒓.

2: Compute 𝒑𝟎 𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕 𝒈𝟎
𝑻𝒑𝟎 < 𝟎.

3: Set 𝒌 = 𝟎.

4: Compute 𝜶𝒌 𝒂𝒏𝒅 𝑿𝒌+𝟏 such that

𝒇 𝑿𝒌 + 𝜶𝒌𝒑𝒌 = 𝐦𝐢𝐧
𝜶

𝒇(𝑿𝒌 +𝜶 𝒑𝒌) and 𝑿𝒌+𝟏 = 𝑿𝒌 + 𝜶𝒌𝒑𝒌 .

5: Compute 𝒑𝒌+𝟏 𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕 𝒑𝒌+𝟏
𝑻 𝑨𝒑𝒋 = 𝟎 , 𝒋 = 𝟎, 𝟏, 𝟐,⋯ , 𝒌 .

6: Set 𝒌 = 𝒌 + 𝟏 and go to step 4.



Example:

Let 𝒇:𝑹𝟐 → 𝑹 be defined by 𝒇 𝑿 = 𝑿𝑻𝑨𝑿 − 𝒃𝑻𝑿 ,

𝒘𝒉𝒆𝒓𝒆 𝑨 =
𝟐 𝟏
𝟏 𝟐

, 𝒃 =
𝟑
𝟑
,𝑿𝟎 =

𝟎
𝟎
, 𝒑𝟎 =

𝟏
𝟎

𝒂𝒏𝒅 𝒑𝟏 =
𝟏

−𝟐
. 

Verify that the iteration 𝑿𝟐 generated from general conjugate direction 

method is the minimizer of 𝒇.

Solution:

We can write 𝒇 𝑿 as follows:

𝒇 𝑿 = 𝒙𝟏 , 𝒙𝟐
𝟐 𝟏
𝟏 𝟐

𝒙𝟏
𝒙𝟐

− 𝟑 , 𝟑
𝒙𝟏
𝒙𝟐

= 𝟐𝒙𝟏 + 𝒙𝟐 , 𝒙𝟏 + 𝟐𝒙𝟐
𝒙𝟏
𝒙𝟐

− 𝟑𝒙𝟏 − 𝟑 𝒙𝟐

= 𝟐𝒙𝟏
𝟐 + 𝒙𝟏𝒙𝟐 + 𝒙𝟏𝒙𝟐 + 𝟐𝒙𝟐

𝟐 − 𝟑𝒙𝟏 − 𝟑 𝒙𝟐
= 𝟐𝒙𝟏

𝟐 + 𝟐𝒙𝟏𝒙𝟐 + 𝟐𝒙𝟐
𝟐 − 𝟑𝒙𝟏 − 𝟑 𝒙𝟐



Now, we compute the gradient vector 𝒈(𝑿) as follows:

𝒈 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
]𝑻= [𝟒𝒙𝟏 + 𝟐𝒙𝟐 − 𝟑, 𝟐𝒙𝟏 + 𝟒𝒙𝟐 − 𝟑]𝑻.

⸫ 𝒈𝟎 = 𝒈 𝑿𝟎 = [−𝟑,−𝟑]𝑻.

Now, we compute 𝜶 𝒂𝒏𝒅 𝑿𝟏 as follows:

𝑿𝟏 = 𝑿𝟎 + 𝜶𝒑𝟎 =
𝟎
𝟎
+ 𝜶

𝟏
𝟎

=
𝜶
𝟎

.

𝒇 𝑿𝟏 = 𝟐𝜶𝟐 − 𝟑𝜶

𝑺𝒆𝒕
𝒅𝒇

𝒅𝜶
= 𝟎 → 𝟒𝜶 − 𝟑 = 𝟎 → 𝜶 =

𝟑

𝟒
.

Since 
𝒅𝟐𝒇

𝒅𝜶𝟐
= 𝟒 > 𝟎 → 𝜶 =

𝟑

𝟒
is a minimizer of 𝒇 𝑿𝟏 .

⸫ 𝑿𝟏 =
𝟑

𝟒

𝟎
.



𝒈 𝑿𝟏 = [ 𝟑 + 𝟎 − 𝟑,
𝟑

𝟐
+ 𝟎 − 𝟑]𝑻= [𝟎,−

𝟑

𝟐
]𝑻.

𝑰𝒏 𝒕𝒉𝒆 𝒔𝒂𝒎𝒆 𝒘𝒂𝒚 𝒇𝒊𝒏𝒅 𝑿𝟐:

𝑿𝟐 = 𝑿𝟏 + 𝜶𝒑𝟏 =
𝟑

𝟒

𝟎
+ 𝜶

𝟏
−𝟐

=
𝟑

𝟒
+ 𝜶

−𝟐𝜶
.

⸫ 𝒇 𝑿𝟐 = 𝟐(
𝟑

𝟒
+ 𝜶)𝟐−𝟒

𝟑

𝟒
+ 𝜶 𝜶 + 𝟖𝜶𝟐 − 𝟑

𝟑

𝟒
+ 𝜶 + 𝟔𝜶

= 𝟐
𝟗

𝟏𝟔
+

𝟑

𝟐
𝜶+ 𝜶𝟐 − 𝟑𝜶 − 𝟒𝜶𝟐 + 𝟖𝜶𝟐 −

𝟗

𝟒
− 𝟑𝜶 + 𝟔𝜶

=
𝟗

𝟖
+ 𝟑𝜶 + 𝟐𝜶𝟐 − 𝟑𝜶 − 𝟒𝜶𝟐 + 𝟖𝜶𝟐 −

𝟗

𝟒
− 𝟑𝜶 + 𝟔𝜶

= 𝟔𝜶𝟐 + 𝟑𝜶 −
𝟗

𝟖
.



Set   
𝒅𝒇

𝒅𝜶
= 𝟎 → 𝟏𝟐𝜶 + 𝟑 = 𝟎 → 𝜶 = −

𝟏

𝟒
.

Since 
𝒅𝟐𝒇

𝒅𝜶𝟐
= 𝟏𝟐 > 𝟎 → 𝜶 = −

𝟏

𝟒
is a minimizer of 𝒇 𝑿𝟐 .

⸫ 𝑿𝟐 =
𝟑

𝟒
+ 𝜶

−𝟐𝜶
=

𝟏

𝟐
𝟏

𝟐

.

⸫ 𝒈 𝑿𝟐 = [𝟎, 𝟎]𝑻 .

⸫ 𝑿𝟐 is the minimizer of 𝒇.



Theorem (4):

If

1: 𝑿𝟎 𝝐 𝑹
𝒏 is arbitrary.

2: 𝑿∗ is the minimizer of 𝒇 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚 𝒇 𝑿 =
𝟏

𝟐
𝑿𝑻𝑨𝑿+ 𝒃𝑻𝑿 + 𝒄,

𝒘𝒉𝒆𝒓𝒆 𝑨 𝒊𝒔 𝒂𝒏 𝒏 × 𝒏 𝒔𝒚𝒎𝒎𝒆𝒕𝒓𝒊𝒄 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝒅𝒆𝒇𝒊𝒏𝒊𝒕𝒆 𝒎𝒂𝒕𝒓𝒊𝒙, 

𝒃 𝒊𝒔 𝒂𝒏 𝒏 × 𝟏 𝒗𝒆𝒄𝒕𝒐𝒓 and 𝒄 is a real number.

3: 𝒑𝒌 , 𝒌 = 𝟎, 𝟏, 𝟐,⋯ , 𝒏 − 𝟏 are 𝑨 − 𝒄𝒐𝒏𝒋𝒖𝒈𝒂𝒕𝒆.

4: 𝑿𝒌 , 𝒌 = 𝟏, 𝟐,⋯ are generated from general conjugate direction 

𝒂𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎.

Then 𝑿𝒎 = 𝑿∗ 𝒇𝒐𝒓 𝒔𝒐𝒎𝒆 𝒎 ≤ 𝒏 .



Note (3):

Theorem (4) says that the minimizer 𝑿∗ of 𝒇 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚

𝒇 𝑿 =
𝟏

𝟐
𝑿𝑻𝑨𝑿 + 𝒃𝑻𝑿 + 𝒄, is attained exactly in at most n 

iterations by using general conjugate direction algorithm.


