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Chapter Three

The Steepest Descent and Newton 

Methods

Lecture 5

Solved Problems



Example (1):

Compute the minimizer point for the function 

𝒇 𝑿 = 𝒙𝟏
𝟐 + 𝟐𝒙𝟐

𝟐 − 𝟑𝒙𝟏 − 𝟐𝒙𝟐 by steepest descent 

method.

Take 𝑿𝟎 =
𝟐
𝟏

, and the accuracy 𝟎. 𝟎𝟎𝟏.

Solution:

1: Compute the gradient vector as follows:

𝒈 𝑿 =

𝝏𝒇

𝝏𝒙𝟏
𝝏𝒇

𝝏𝒙𝟐

=
𝟐𝒙𝟏 − 𝟑
𝟒𝒙𝟐 − 𝟐

.



2: Compute the gradient vector at 𝑿𝟎 =
𝟐
𝟏

:

𝒈𝟎 =
𝟏
𝟐
. 𝒈𝟎 = 𝟏 + 𝟒 = 𝟓 = 𝟐. 𝟐𝟑𝟔𝟏 > 𝟎. 𝟎𝟎𝟏

3: Compute 𝑿𝟏 and 𝒇(𝑿𝟏) as follows:

𝑿𝟏 = 𝑿𝟎 − α𝒈𝟎 =
𝟐
𝟏
− α

𝟏
𝟐

=
𝟐 − α
𝟏 − 𝟐α

.

𝒇(𝑿𝟏) = (𝟐 − α)𝟐+𝟐(𝟏 − 𝟐α)𝟐−𝟑(𝟐 − α)−𝟐 𝟏 − 𝟐α
4: Compute α as follows:

Set   
𝒅𝒇

𝒅α
= 𝟎 .

−𝟐 𝟐 − α − 𝟖 𝟏 − 𝟐α + 𝟑 + 𝟒 = 𝟎 →

𝟏𝟖α − 𝟓 = 𝟎 → α =
𝟓

𝟏𝟖
.



Since 
𝒅𝟐𝒇

𝒅α𝟐
= 𝟏𝟖 > 𝟎 → α =

𝟓

𝟏𝟖
is a minimizer for 𝒇(𝑿𝟏).

5: Compute 𝑿𝟏, 𝒈𝟏 and 𝒈𝟏 as follows:

𝑿𝟏 =
𝟐 − α
𝟏 − 𝟐α

=
𝟐 −

𝟓

𝟏𝟖

𝟏 − 𝟐(
𝟓

𝟏𝟖
)
=

𝟑𝟏

𝟏𝟖
𝟖

𝟏𝟖

.

𝒈𝟏 = 𝒈 𝑿𝟏 =
𝟐

𝟑𝟏

𝟏𝟖
− 𝟑

𝟒
𝟖

𝟏𝟖
− 𝟐

=

𝟖

𝟏𝟖
−𝟒

𝟏𝟖

=

𝟒

𝟗

−
𝟐

𝟗

.

𝒈𝟏 =
𝟏𝟔

𝟖𝟏
+

𝟒

𝟖𝟏
=

𝟐𝟎

𝟖𝟏
= 𝟎. 𝟒𝟗𝟔𝟗 > 𝟎. 𝟎𝟎𝟏.



6: Compute 𝑿𝟐 and 𝒇(𝑿𝟐) as follows:

𝑿𝟐 = 𝑿𝟏 − α𝒈𝟏 =

𝟑𝟏

𝟏𝟖
𝟖

𝟏𝟖

− α

𝟒

𝟗

−
𝟐

𝟗

=

𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
α

𝟖

𝟏𝟖
+

𝟐

𝟗
α

𝒇(𝑿𝟐) = (
𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
α)𝟐+𝟐(

𝟖

𝟏𝟖
+

𝟐

𝟗
α)𝟐−𝟑

𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
α −

𝟐(
𝟖

𝟏𝟖
+

𝟐

𝟗
α)

7: Compute α as follows:

Set  
𝒅𝒇

𝒅α
= 𝟎 ,

𝟐 −
𝟒

𝟗

𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
α + 𝟒

𝟐

𝟗

𝟖

𝟏𝟖
+

𝟐

𝟗
α +

𝟏𝟐

𝟗
−

𝟒

𝟗
= 𝟎 →



→ 
𝟒𝟖

𝟖𝟏
α −

𝟐𝟎

𝟖𝟏
= 𝟎 →

𝟒𝟖

𝟖𝟏
α =

𝟐𝟎

𝟖𝟏
→ α =

𝟐𝟎

𝟒𝟖
=

𝟓

𝟏𝟐
.

Since 
𝒅𝟐𝒇

𝒅α𝟐
=

𝟒𝟖

𝟖𝟏
> 𝟎 → α =

𝟓

𝟏𝟐
is a minimizer for 𝒇(𝑿𝟐).

8: Compute 𝑿𝟐, 𝒈𝟐 and 𝒈𝟐 as follows:

𝑿𝟐 =

𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
α

𝟖

𝟏𝟖
+

𝟐

𝟗
α

=

𝟑𝟏

𝟏𝟖
−

𝟒

𝟗
(
𝟓

𝟏𝟐
)

𝟖

𝟏𝟖
+

𝟐

𝟗
(
𝟓

𝟏𝟐
)

=

𝟖𝟑

𝟓𝟒
𝟐𝟕

𝟓𝟒

=

𝟖𝟑

𝟓𝟒
𝟏

𝟐

,

𝒈𝟐 =
𝟐

𝟖𝟑

𝟓𝟒
− 𝟑

𝟒
𝟏

𝟐
− 𝟐

=
𝟒

𝟓𝟒

𝟎
, 𝒈𝟐 =

𝟒

𝟓𝟒
= 𝟎. 𝟎𝟕𝟒 > 𝟎. 𝟎𝟎𝟏



9: Compute 𝑿𝟑 and 𝒇(𝑿𝟑) as follows:

𝑿𝟑 = 𝑿𝟐 − α𝒈𝟐 =

𝟖𝟑

𝟓𝟒
𝟏

𝟐

− α
𝟒

𝟓𝟒

𝟎
=

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α

𝟏

𝟐

,

𝒇(𝑿𝟑) = (
𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α)𝟐+𝟐(

𝟏

𝟐
)𝟐−𝟑

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α − 𝟐

𝟏

𝟐

10: Compute α as follows:

Set  
𝒅𝒇

𝒅α
= 𝟎 ,

𝟐 −
𝟒

𝟓𝟒

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α +

𝟏𝟐

𝟓𝟒
= 𝟎 →−𝟖

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α + 𝟏𝟐 = 𝟎

−𝟐
𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α + 𝟑 = 𝟎 →

𝟖

𝟓𝟒
α −

𝟒

𝟓𝟒
= 𝟎 → α =

𝟏

𝟐
.



Since 
𝒅𝟐𝒇

𝒅α𝟐
=

𝟖

𝟓𝟒
> 𝟎 → α =

𝟏

𝟐
is a minimizer for 𝒇(𝑿𝟑).

11: Compute 𝑿𝟑, 𝒈𝟑 and 𝒈𝟑 as follows:

𝑿𝟑 =

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
α

𝟏

𝟐

=

𝟖𝟑

𝟓𝟒
−

𝟒

𝟓𝟒
(
𝟏

𝟐
)

𝟏

𝟐

=

𝟖𝟏

𝟓𝟒
𝟏

𝟐

=

𝟑

𝟐
𝟏

𝟐

,

𝒈𝟑 =
𝟐

𝟑

𝟐
− 𝟑

𝟒
𝟏

𝟐
− 𝟐

=
𝟎
𝟎

, 𝒈𝟑 = 𝟎 < 𝟎. 𝟎𝟎𝟏 .

Then the minimizer of the given function is 𝑿𝟑 =

𝟑

𝟐
𝟏

𝟐

.



Example (2):

Compute the minimizer point for the function 

𝒇 𝑿 = 𝒙𝟏
𝟐 + 𝟐𝒙𝟐

𝟐 − 𝟑𝒙𝟏 − 𝟐𝒙𝟐 by Newton method with 

line search. Take 𝑿𝟎 =
𝟐
𝟏

, and the accuracy 𝟎. 𝟎𝟎𝟏.

Solution:

1: Compute the gradient vector of the function as follows:

𝒈 𝑿 =

𝝏𝒇

𝝏𝒙𝟏
𝝏𝒇

𝝏𝒙𝟐

=
𝟐𝒙𝟏 − 𝟑
𝟒𝒙𝟐 − 𝟐

.

Then 𝒈𝟎 = 𝒈 𝑿𝟎 =
𝟏
𝟐

.



2: Compute the Hessian matrix as follows:

𝑮 𝑿 =

𝝏𝟐𝒇

𝝏𝒙𝟏
𝟐

𝝏𝟐𝒇

𝝏𝒙𝟐𝝏𝒙𝟏

𝝏𝟐𝒇

𝝏𝒙𝟐𝝏𝒙𝟏

𝝏𝟐𝒇

𝝏𝒙𝟐
𝟐

=
𝟐 𝟎
𝟎 𝟒

.

3: Compute 𝑮−𝟏 𝑿 =
𝟏

𝟖

𝟒 𝟎
𝟎 𝟐

=

𝟏

𝟐
𝟎

𝟎
𝟏

𝟒

.

4: Compute the direction 𝒔𝟎 as follows:

𝒔𝟎 = −𝑮−𝟏𝒈𝟎 = −

𝟏

𝟐
𝟎

𝟎
𝟏

𝟒

𝟏
𝟐

=
−

𝟏

𝟐

−
𝟏

𝟐

.



5: Compute α as follows:

𝑿𝟏 = 𝑿𝟎 + α𝒔𝟎 =
𝟐
𝟏
+ α

−
𝟏

𝟐

−
𝟏

𝟐

=
𝟐 −

𝟏

𝟐
α

𝟏 −
𝟏

𝟐
α

,

𝒇 𝑿𝟏 = (𝟐 −
𝟏

𝟐
α)𝟐+𝟐(𝟏 −

𝟏

𝟐
α)𝟐−𝟑 𝟐 −

𝟏

𝟐
α − 𝟐 𝟏 −

𝟏

𝟐
α

Set  
𝒅𝒇

𝒅α
= 𝟎 → − 𝟐 −

𝟏

𝟐
α − 𝟐 𝟏 −

𝟏

𝟐
α +

𝟑

𝟐
+ 𝟏 = 𝟎 →

𝟏

𝟐
α + α −

𝟑

𝟐
= 𝟎 →

𝟑

𝟐
α −

𝟑

𝟐
= 𝟎 → α = 𝟏.

Since  
𝒅𝟐𝒇

𝒅α𝟐
=

𝟑

𝟐
> 𝟎 → α = 𝟏 is the minimizer of 𝒇 𝑿𝟏 .



6: Compute 𝑿𝟏 , 𝒈𝟏 𝒂𝒏𝒅 𝒈𝟏 𝒂𝒔 𝒇𝒐𝒍𝒍𝒐𝒘𝒔:

𝑿𝟏 =
𝟐 −

𝟏

𝟐
α

𝟏 −
𝟏

𝟐
α

=

𝟑

𝟐
𝟏

𝟐

, 

𝒈𝟏 =
𝟎
𝟎

and 𝒈𝟏 = 𝟎 < 𝟎. 𝟎𝟎𝟏.

Then the minimizer point of the given function is 

𝟑

𝟐
𝟏

𝟐

.


