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Chapter Three

The Steepest Descent and 

Newton Methods

Lecture 4



Causes of Failure Newton′s Method

Case 1:

The inverse of Hessian matrix exists and it is positive definite but the 

search direction 𝒔𝒌 is so large that 𝒇 𝑿𝒌+𝟏 > 𝒇 𝑿𝒌 .

Case 2:

The search direction 𝒔𝒌 is orthogonal to the 𝒈𝒓𝒂𝒅𝒊𝒆𝒏𝒕 𝒗𝒆𝒄𝒕𝒐𝒓 𝒈𝒌.

Case 3:

The inverse of Hessian matrix exists and it is not positive definite.

Case 4:

The inverse of Hessian matrix does not exist.

We now consider some strategies for reducing the probability of 

failure du to above cases.



Case 1:

𝑻𝒂𝒌𝒆 𝑿𝒌+𝟏 = 𝑿𝒌 + 𝜶𝒌𝒔𝒌, where the value of 𝜶𝒌 𝝐 (𝟎, 𝟏)

𝒎𝒖𝒔𝒕 𝒃𝒆 𝒇𝒐𝒖𝒏𝒅 𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕 𝒇(𝑿𝒌 + 𝜶𝒌𝒔𝒌) < 𝒇(𝑿𝒌). A simple strategy 

for computing a value of 𝜶𝒌 is given in the following algorithm.

Algorithm (4):

1: Set 𝜶 = 𝟏.

2: Compute 𝒇 𝑿𝒌 + 𝜶𝒔𝒌 .

3: If 𝒇 𝑿𝒌 + 𝜶𝒔𝒌 < 𝒇(𝑿𝒌) go to step 5.

4: Set 𝜶 =
𝜶

𝟐
and go to step 2.

5: Set 𝜶𝒌 = 𝜶 and 𝒇 𝑿𝒌+𝟏 = 𝒇 𝑿𝒌 .

6: Stop.



Replace 𝒔𝒌 𝒘𝒊𝒕𝒉 −𝒈𝒌. 

Thus if 𝒈𝒌 𝒂𝒏𝒅 𝒔𝒌 are orthogonal, we take a steepest descent 

direction.

Case 3:

Replace 𝒔𝒌 𝒘𝒊𝒕𝒉 − 𝒔𝒌 and take a steepest descent direction.

Case 4:

Replace 𝒔𝒌 𝒘𝒊𝒕𝒉 − 𝒈𝒌 and take a steepest descent direction.

Now, we give two examples show that a failure of Newton′s method.



Example (1):

𝑳𝒆𝒕 𝒇: 𝑹𝟐 → 𝑹 𝒊𝒔 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚

𝒇 𝑿 = 𝒙𝟏
𝟒 + 𝒙𝟏𝒙𝟐 + (𝒙𝟐 + 𝟏)𝟐 𝒘𝒊𝒕𝒉 𝑿𝟎 =

𝟎
𝟎

.

First, we find the gradient vector 𝒈(𝑿) as:

𝒈 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
]𝑻= [𝟒𝒙𝟏

𝟑 + 𝒙𝟐 , 𝒙𝟏 + 𝟐 𝒙𝟐 + 𝟏 ]𝑻.

We find the Hessian matrix 𝑮 𝑿 as:

𝑮 = 𝑮 𝑿 =

𝝏𝟐𝒇

𝝏𝒙𝟏
𝟐

𝝏𝟐𝒇

𝝏𝒙𝟏𝝏𝒙𝟐

𝝏𝟐𝒇

𝝏𝒙𝟐𝝏𝒙𝟏

𝝏𝟐𝒇

𝝏𝒙𝟐
𝟐

= 𝟏𝟐𝒙𝟏
𝟐 𝟏

𝟏 𝟐
.

⸫𝒈𝟎 = 𝒈 𝑿𝟎 = [𝟎, 𝟐]𝑻.

𝑮 𝑿𝟎 =
𝟎 𝟏
𝟏 𝟐

→ 𝑮−𝟏 𝑿𝟎 = −
𝟐 −𝟏
−𝟏 𝟎

=
−𝟐 𝟏
𝟏 𝟎

.



Now, notice that

𝒈𝟎
𝑻𝒔𝟎 = 𝟎 𝟐

−𝟐
𝟎

= 𝟎 .

Hence the Newton′s method is failure (see case 2).

Example (2):

𝑳𝒆𝒕 𝒇: 𝑹𝟐 → 𝑹 𝒊𝒔 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚

𝒇 𝑿 = 𝒙𝟏
𝟒 − 𝟑𝒙𝟏𝒙𝟐 + (𝒙𝟐 + 𝟐)𝟐 𝒘𝒊𝒕𝒉 𝑿𝟎 =

𝟎
𝟎

.

First, we find the gradient vector 𝒈(𝑿) as:

𝒈 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
]𝑻= [𝟒𝒙𝟏

𝟑 − 𝟑𝒙𝟐 , −𝟑𝒙𝟏 + 𝟐 𝒙𝟐 + 𝟐 ]𝑻.



We find the Hessian matrix 𝑮 𝑿 as:

𝑮 = 𝑮 𝑿 =

𝝏𝟐𝒇

𝝏𝒙𝟏
𝟐

𝝏𝟐𝒇

𝝏𝒙𝟏𝝏𝒙𝟐

𝝏𝟐𝒇

𝝏𝒙𝟐𝝏𝒙𝟏

𝝏𝟐𝒇

𝝏𝒙𝟐
𝟐

= 𝟏𝟐𝒙𝟏
𝟐 −𝟑

−𝟑 𝟐
.

⸫𝒈𝟎 = 𝒈 𝑿𝟎 = [𝟎, 𝟒]𝑻.

𝑮 𝑿𝟎 =
𝟎 −𝟑
−𝟑 𝟐

→ 𝑮−𝟏 𝑿𝟎 = −
𝟏

𝟗

𝟐 𝟑
𝟑 𝟎

=
−

𝟐

𝟗
−

𝟑

𝟗

−
𝟑

𝟗
𝟎

We find the direction 𝒔𝟎 as:



𝒔𝟎 = −𝑮−𝟏 𝑿𝟎 𝒈𝟎 = −
−

𝟐

𝟗
−

𝟑

𝟗

−
𝟑

𝟗
𝟎

𝟎
𝟒

=

𝟐

𝟗

𝟑

𝟗
𝟑

𝟗
𝟎

𝟎
𝟒

=
𝟏𝟐

𝟗

𝟎
=

𝟒

𝟑

𝟎
.

⸫𝑿𝟏 = 𝑿𝟎 + 𝒔𝟎 =
𝟒

𝟑

𝟎
.

⸫ 𝒇 𝑿𝟏 = (
𝟒

𝟑
)𝟒+𝟒 =

𝟐𝟓𝟔

𝟖𝟏
+ 𝟒 =

𝟓𝟗𝟎

𝟖𝟏
≈ 𝟕. 𝟐𝟖𝟒𝟎 .

𝒇 𝑿𝟎 = 𝟒 .

⸫ 𝒇 𝑿𝟏 > 𝒇 𝑿𝟎 .

Hence the Newton′s method is failure (see case 1).


