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Chapter Three

The Steepest Descent and
Newton Methods

|_ecture 3



Theorem (4): (Convergence Theorem of Newton's Method)

1: Let f is twice continuously differentiable in R™.

2: Let X, be close enough to the solution X* of the minimization
problemwith g(X*) = 0.

3: If the Hessian G(X™) Is positive definite matrix.

4. If G(X) satisfies Lipschitz condition

|Gi]-(X) — G,-]-(Y)| < B|IX—-Y]||, for some B, for alli,j
where G;;(X) is the (i,j) — element of G(X).
Then

1: For all k Newton's iteration X, 1 = X;. — G;.~ ' g, is well defined.
2: The generated sequence {X;} converges to X* with a quadratic rate.




Algorithm (3): (Newton’s Method with Line Search)
Step 1: Given Xg e R, e > 0,k = 0.
Step 2: Compute gi. If |lgi || < € stop.
Step 3: Solve Gis, = —gy, for sy,.
Step 4: Find a;, such that f(X;, + a;sy) = 13351 f(X, + asy).
Step 5: Set X1 = X; + agsy,
,k=k+1,and go to step 2.




Theorem (5):

1: Let f: R™ — R be twice continuously differentiable on an open
convex set D c R™.

2: Assume that for any X, € D there exists a constant m > 0 such
that f(x) satisfies
ulV2f(X)u > m||ul|? for allu e R", X € L(X,), where
L(Xo) ={X:f(X) < f(Xp) is the corresponding level set.

Then the sequence {X}} generated by Algorithm (3) satisfies:

1: when {X,} is a finite sequence, g; = 0 for some k.

2: when {X,} is an infinite sequence, {X,} converges to the unique
minimizer X of f.




Example:

Use the Newton’s Method with Line Search to find the minimizer of the
objective function f(X) = x; — x; + 2x5 + 2x,%x5 + X5 .

Take X, = [0,0]" and £ = 0.0001.

Solution:

First, we find the gradient vector g(X) as:

gxX) =L D T= 11+ 40, + 225, —1 + 2x1 + 22,]T .

ax1 ’ axz
Now, find the Hessian matrix G(X) as:

_ aZf 32f _
dx12  Oxq0x 4 2
G — G(X) — aZlf alzf 2 — [2 2]
_ax26x1 axZZ i

Now, compute g, = g(X,) = [1,—1]".
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Set =2 f =0 > —§+§a 0 >a=1.

2
: ﬂ—E >0 - aisaminimizer of f(X,).
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Now,we compute g, = g(X;) = [g]

.'.Xl =

Since ||g4]| = 0 < €.

-1
X = [ 3 ] IS the minimizer of f(X).



H.\W.

Use the Newton's Method with Line Search to find the
minimizer of the objective function f(X) = x% + 2x5 .

Take X, = [ﬂ and £ = 0.0001.




