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Chapter Three

The Steepest Descent and 

Newton Methods

Lecture 1



First: The Steepest Descent Method

The steepest descent method is one of the simplest and most 

fundamental minimization methods for unconstrained optimization.

Since it uses the negative gradient as its descent direction, it is called the 

gradient method.

Suppose that 𝒇(𝑿) is continuously differentiable function and the 

gradient vector of 𝒇(𝑿) at 𝑿𝒌 is 𝒈𝒌 = 𝛁𝒇 𝑿𝒌 ≠ 𝟎.

From the Taylor expansion 

𝒇 𝑿 = 𝒇 𝑿𝒌 + (𝑿 − 𝑿𝒌)
𝑻𝒈𝒌 +𝑶 𝑿− 𝑿𝒌 …………………… (𝟏)

𝑾𝒆 𝒌𝒏𝒐𝒘 𝒕𝒉𝒂𝒕, 𝒊𝒇 𝒘𝒆 𝒘𝒓𝒊𝒕𝒆 𝑿 − 𝑿𝒌 = 𝜶𝒅𝒌, then the direction 𝒅𝒌
satisfy 𝒅𝒌

𝑻𝒈𝒌 < 𝟎 is called a 𝒅𝒆𝒔𝒄𝒆𝒏𝒕 𝒅𝒊𝒓𝒆𝒄𝒕𝒊𝒐𝒏 𝒕𝒉𝒂𝒕 𝒊𝒔 𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕

𝒇 𝑿 < 𝒇 𝑿𝒌 .

𝑩𝒚 𝒕𝒉𝒆 𝑪𝒂𝒖𝒄𝒉𝒚 – 𝑺𝒄𝒉𝒘𝒂𝒓𝒕𝒛 𝒊𝒏𝒆𝒒𝒖𝒂𝒍𝒊𝒕𝒚,𝒘𝒆 𝒉𝒂𝒗𝒆:



𝒅 𝒌
𝑻𝒈𝒌 ≤ 𝒅𝒌 𝒈𝒌 ………………………………………………… . (𝟐)

The value of 𝒅𝒌
𝑻𝒈𝒌 is the smallest if and only if 𝒅𝒌 = −𝒈𝒌. Therefore 

–𝒈𝒌 is the steepest descent direction. The iterative scheme of the 

steepest descent method is 𝑿𝒌+𝟏 = 𝑿𝒌 − 𝜶𝒌𝒈𝒌.

In the following we give the algorithm.



Algorithm (1): (The Steepest Descent Method)

Step 0:

Given an initial point 𝑿𝟎 𝝐 𝑹
𝒏 and 𝟎 < 𝜺 < 𝟏 be the termination tolerance. 

Set 𝒌 = 𝟎.

Step 1:

If 𝒈𝒌 < 𝜺 , stop. Otherwise 𝒍𝒆𝒕 𝒅𝒌 = −𝒈𝒌 , where is the gradient vector 

of the function 𝒇(𝑿) which be minimized and 𝒅𝒌 is the descent direction.

Step 2:

Find the step length factor 𝜶𝒌 𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕

𝒇 𝑿𝒌 + 𝜶𝒌𝒅𝒌 = 𝐦𝐢𝐧
𝜶≥𝟎

𝒇(𝑿𝒌 + 𝜶𝒅𝒌).

Step 3:

Compute 𝑿𝒌+𝟏 = 𝑿𝒌 + 𝜶𝒌𝒅𝒌.

Step 4:

Set 𝒌 = 𝒌 + 𝟏 and go to step 1.



Example:

Compute the first two iterates of the method of steepest descent applied to 

the objective function 𝒇 𝑿 = 𝒙𝟏
𝟐 + 𝟐𝒙𝟐

𝟐 𝒘𝒊𝒕𝒉 𝒊𝒏𝒊𝒕𝒊𝒂𝒍 𝒑𝒐𝒊𝒏𝒕 𝑿𝟎 = [𝟏, 𝟏]𝑻.

Solution:

First, we find the gradient vector 𝒈(𝑿) as:

𝒈 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
]𝑻= [𝟐𝒙𝟏, 𝟒𝒙𝟐]

𝑻.

⸫The gradient vector at 𝑿𝟎 = [𝟏, 𝟏]𝑻is:

𝒈𝟎 = 𝒈 𝑿𝟎 = [𝟐, 𝟒]𝑻.

⸫𝑿𝟏 = 𝑿𝟎 − 𝜶𝒈𝟎 = [𝟏 − 𝟐𝜶, 𝟏 − 𝟒𝜶]𝑻.

𝒇 𝑿𝟏 = (𝟏 − 𝟐𝜶)𝟐+𝟐(𝟏 − 𝟒𝜶)𝟐.
𝒅𝒇

𝒅𝜶
= 𝟐 𝟏 − 𝟐𝜶 −𝟐 + 𝟒 𝟏 − 𝟒𝜶 −𝟒 = −𝟒 𝟏 − 𝟐𝜶 − 𝟏𝟔(𝟏 − 𝟒𝜶)

= −𝟒 + 𝟖𝜶 − 𝟏𝟔 + 𝟔𝟒𝜶 = 𝟕𝟐𝜶 − 𝟐𝟎.



Set    
𝒅𝒇

𝒅𝜶
= 𝟎 → 𝟕𝟐𝜶 − 𝟐𝟎 = 𝟎 → 𝟕𝟐𝜶 = 𝟐𝟎 → 𝜶 =

𝟐𝟎

𝟕𝟐
=

𝟓

𝟏𝟖
.

𝒅𝟐𝒇

𝒅𝜶𝟐
= 𝟕𝟐 > 𝟎 .

⸫𝜶 =
𝟓

𝟏𝟖
represents a minimizer of 𝒇 𝑿𝟏 .

⸫ 𝑿𝟏 = [𝟏 −
𝟏𝟎

𝟏𝟖
, 𝟏 −

𝟐𝟎

𝟏𝟖
]𝑻= [

𝟖

𝟏𝟖
,
−𝟐

𝟏𝟖
]𝑻= [

𝟒

𝟗
, −

𝟏

𝟗
]𝑻.

𝒈𝟏= 𝒈 𝑿𝟏 = [
𝟖

𝟗
, −

𝟒

𝟗
]𝑻 .

⸫ 𝑿𝟐 = 𝑿𝟏 −𝜶𝒈𝟏 =
𝟒

𝟗
−

𝟖

𝟗
𝜶 ,−

𝟏

𝟗
+

𝟒

𝟗
𝜶

𝑻
.

𝒇 𝑿𝟐 = (
𝟒

𝟗
−

𝟖

𝟗
𝜶 )𝟐+𝟐(−

𝟏

𝟗
+

𝟒

𝟗
𝜶 )𝟐 .

𝒅𝒇

𝒅𝜶
= 𝟐

𝟒

𝟗
−

𝟖

𝟗
𝜶 −

𝟖

𝟗
+ 𝟒 −

𝟏

𝟗
+

𝟒

𝟗
𝜶

𝟒

𝟗

= −
𝟏𝟔

𝟗

𝟒

𝟗
−

𝟖

𝟗
𝜶 +

𝟏𝟔

𝟗
(−

𝟏

𝟗
+

𝟒

𝟗
𝜶 )



Set    
𝒅𝒇

𝒅𝜶
= 𝟎 → −

𝟏𝟔

𝟗

𝟒

𝟗
−

𝟖

𝟗
𝜶 +

𝟏𝟔

𝟗
−

𝟏

𝟗
+

𝟒

𝟗
𝜶 = 𝟎 →

−
𝟒

𝟗
−

𝟖

𝟗
𝜶 + −

𝟏

𝟗
+

𝟒

𝟗
𝜶 = 𝟎 → −

𝟓

𝟗
+

𝟏𝟐

𝟗
𝜶 = 𝟎 →

𝟏𝟐

𝟗
𝜶 =

𝟓

𝟗
→

𝟏𝟐𝜶 = 𝟓 → 𝜶 =
𝟓

𝟏𝟐
.

⸫
𝒅𝟐𝒇

𝒅𝜶𝟐
=

𝟏𝟐

𝟗
> 𝟎 .

⸫𝜶 =
𝟓

𝟏𝟐
represents a minimizer of 𝒇 𝑿𝟐 .

⸫ 𝑿𝟐 =
𝟒

𝟗
−

𝟖

𝟗
𝜶 ,−

𝟏

𝟗
+

𝟒

𝟗
𝜶

𝑻
= [

𝟒

𝟗
−

𝟖

𝟗
(
𝟓

𝟏𝟐
) ,−

𝟏

𝟗
+

𝟒

𝟗
(
𝟓

𝟏𝟐
)]𝑻= [

𝟐

𝟐𝟕
,
𝟐

𝟐𝟕
]𝑻

H.W.

Compute the first two iterates of the method of steepest descent applied to 

the objective function 𝒇 𝑿 = 𝒙𝟏 − 𝒙𝟐 + 𝟐𝒙𝟏
𝟐 + 𝟐𝒙𝟏𝒙𝟐 + 𝒙𝟐

𝟐

𝒘𝒊𝒕𝒉 𝒊𝒏𝒊𝒕𝒊𝒂𝒍 𝒑𝒐𝒊𝒏𝒕 𝑿𝟎 = [𝟎, 𝟎]𝑻.


