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First: The Steepest Descent Method

The steepest descent method is one of the simplest and most
fundamental minimization methods for unconstrained optimization.
Since It uses the negative gradient as its descent direction, it is called the
gradient method.

Suppose that f(X) is continuously differentiable function and the
gradient vector of f(X) at X, is g5, = Vf(X;) # O. FLE
From the Taylor expansion

FX) =fXi) + X —Xp) g + OUIX — X)) -
We know that, if we write X — X;, = ad,, then the dlreCtlon d;
satisfy dk g < 01scalled adescent direction that is such that

fX) < f(Xy).

By the Cauchy - Schwartz inequality,we have:
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The value of d;,” gy, is the smallest if and only if d;, = —g,.. Therefore

- g 1S the steepest descent direction. The iterative scheme of the
steepest descent method iIs X1 = Xj — ax9gr.

In the following we give the algorithm.




Algorithm (1): (The Steepest Descent Method)

Step O:

Given an initial point X, € R" and 0 < £ < 1 be the termination tolerance.
Set k = 0.

Step 1:

If ||g,ll < €, stop. Otherwise let d;, = —g;, , where is the gradient vector
of the function f(X) which be minimized and d,, is the descent direction.
Step 2:

Find the step length factor a;, such that
f Xy + g d;) = min f (X, + ady).

Step 3:

Compute X1 = X + a;d,.
Step 4:

Set k = k+ 1 and go to step 1.




Example:
Compute the first two iterates of the method of steepest descent applied to

the objective function f(X) = x% + 2x5 with initial point X, = [1,1]T.

Solution:
First, we find the gradient vector g(X) as:

_9f Oof.r_ ¢ T
g(X) = 3rr 23x] = [2X1, 4%z
~.The gradient vector at X, = [1, 1] is:
go = 9(Xo) = [2,4]".
“Xi=Xo—ago=[1-2a1-4a]’.
f(X)=01-2a)*+2(1 — 4a)?.

% =2(1 - 2a)(=2) + 4(1 — 4a)(—4) = —4(1 — 2a) — 16(1 — 4a)

= —4+4+8a—16+64a =T72a — 20.
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s = —represents a minimizer of f(X).
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s = — represents a minimizer of f(X5).
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HW.
Compute the first two iterates of the method of steepest descent applied to
the objective function f(X) = x; — x, + 2x% + 2x,x, + x5
with initial point X, = [0, 0].
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