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Chapter One
Basic Concepts

|_ecture 9
Solved Problems



Problem (5):

Let the function f: R* — R is defined by

f(X) = 3x% — x5 + x3. Show that:

A: The point X* = [—2, 0]7 is a local maximizer point for the
function f.

B: The point X* = [0, 0]”is a saddle point for the function f .

C: The function f has no local minimizers.

Solution:

A: We must prove the point X* = [—2, 0]! is a local minimizer for
the function —f,say h = —f.

~h(X) = —f(X) = —3x% + x5 — x3.

1: We find the gradient of h(X) as follows:




T
90 =5 5| =163, —-3x% 21,
2: We find the critical points as follows:
—6x1 —3xX5=0 .o et vee e (1)
2x2 =0 i (2)

From (1), we have
—3x1(2+x1)=0 - x1=001rxy =—-2.
From (2), we have x, = 0.

~.The critical points are: [0,0]" and [-2, 0]".



3: We find the Hessian matrix of h(X) as follows:

d%h d%h 0°h  0*h
~ 5 =—6—6x =0 = =2.
x> 17 9xq0x, dx,0x1 " Ax

~. The Hessian matrix of h(X) is given by
_[-6—6x1y O
H(X) = | . 2]
it X = [-2,0)"— H(X") = ¢

4: We must prove H(X™) is positive definite matrix.
Let Y # 0 in R%. We want to prove YTH(X*)Y > 0.

SYTHOOY =1 y21 [0 ][] =16y 231[))]

= 6y5 +2y5 > 0 for allY + 0.
s H(X") is positive definite matrix.



~.The point X* = [—2,0]" is a local minimizer for the function

h(X) = —f(X).

~. The point X* = [-2,0]" is a local maximizer for the function

f(X).

B:
1: We find the gradient vector for f(X) as follows:

af  af 1T
g(X) = [ ,——| =[6xy+3x% ,—2x,]"

0x1 axz
2. We find the Hessian matrix for f(X) as follows:
a%f _ *f _o_ 0 P _ _
dx2 =6+ 6xy, dx10xp 0= dxp0x1’ x5 2.



~. The Hessian matrix of f(X) is given by
_[6+6x; O
G(X) = [ N 2].

If X* = [0,0]”,then G(X*) = [g _02].

3: We determine whether G(X™) positive definite or not.
LetY # 0.

. T * . 6 0 Y1
~YTG( XY =[y1 ,Y2] [O _yZ] yzl
= [6y1 ,—2Y;] y;] = 6y1 — 2Y3.
~. The last expression Is not positive every where, for example If
we take Y = [1,0]7, then YT G(X*)Y = 6 > 0 while if we take
Y =[0,1]7, thenYTG(X*)Y = -2 < 0.



~X* = [0, 01" is not local minimizer for f(X).
4: We find the Hessian matrix for the function h(X) = —f(X).
Since the Hessian matrix for the function h(X) is given by

HOX) [—6 B6x1 (2)]
~ H(X) = [_06 (2)], where X* = [0, 0]'.

5: We determine whether H(X™) is positive definite or not.
LetV + 0.

. T * — v v _6 O_ vl
SVIHXO)V = [v1 2] |7 2 vzl
= [-6v; 2v,] v;_ = —6v5 + 2v5.

~. The last expression Is not positive every where, for example



ifwetakeV =1 0],thenVIHX")V=-6<0,

while if we takeV =[0 1]',thenVIH(XV=2>0.

~X* =[0,0]"is not a local minimizer for the function —f(X).

~X* = [0, 0]"is not a local maximizer for the function f(X).

~X* = [0, 0]"is not a local maximizer and not a local minimizer for
the function f(X)

~X* =[0,0]" is a saddle point for the function f(X).

C: Since the function f(X) has only two critical points [—2, 0] and
[0,0]. The point [—2, 0]" is a local maximum point and the
point is a saddle point.

Then we conclude that the function f(X) has no minimizers.



Problem (6):
Let the function f: R"™ - Risdefined by

f(X) = %XTAX — bTX + ¢, where A is a given . X 1 matrix, b

is a given n X 1 vector and c is a given real number. Let X* be the
solution of the system of linear equations AX = b. Show that if
A is positive definite then X™ is a strong local minimizer of f(X).
Solution:

By Theorem (7):

If X” is a critical point and G(X™) is positive definite matrix,
where G(X™) is the Hessian matrix of f(X) at X", then X" is a
strong local minimizer of f(X).

Since the gradient of f(X) is given by: g(X) = AX — b and




X" is the solution of the system AX = b,that is AX™ = b or

AX* — b =0.Thismeans g(X*) = AX"—b = 0.

~. X™ is the critical point for f(X).

The Hessian matrix of f(X) isgivenby: G(X) = A - G(X*) = A.
Since A is positive definite matrix.

~.By Theorem (7), we conclude that the point X™ is a strong local
minimizer for f(X).




