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Chapter One

Basic Concepts

Lecture 9

Solved Problems



Problem (5):
Let the function 𝒇: 𝑹𝟐 → 𝑹 𝒊𝒔 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚

𝒇 𝑿 = 𝟑𝒙𝟏
𝟐 − 𝒙𝟐

𝟐 + 𝒙𝟏
𝟑. Show that:

A: The point 𝑿∗ = [−𝟐, 𝟎]𝑻 is a local maximizer point for the 
function 𝒇.
B: The point 𝑿∗ = [𝟎, 𝟎]𝑻is a saddle point for the function 𝒇 .
C: The function 𝒇 has no local minimizers.
Solution:
A: We must prove the point 𝑿∗ = [−𝟐, 𝟎]𝑻 is a local minimizer for 

the function −𝒇, 𝒔𝒂𝒚 𝒉 = −𝒇.

⸫ 𝒉 𝑿 = −𝒇 𝑿 = −𝟑𝒙𝟏
𝟐 + 𝒙𝟐

𝟐 − 𝒙𝟏
𝟑.

1: We find the gradient of 𝒉 𝑿 as follows:



𝒈 𝑿 =
𝝏𝒉

𝝏𝒙𝟏
,
𝝏𝒉

𝝏𝒙𝟐

𝑻

= −𝟔𝒙𝟏 − 𝟑𝒙𝟏
𝟐 , 𝟐𝒙𝟐

𝑻

2: We find the critical points as follows:

−𝟔𝒙𝟏 − 𝟑𝒙𝟏
𝟐 = 𝟎 …………………… . 𝟏

𝟐𝒙𝟐 = 𝟎 …………………………… . (𝟐)
From (1), we have 
−𝟑𝒙𝟏 𝟐 + 𝒙𝟏 = 𝟎 → 𝒙𝟏 = 𝟎 𝒐𝒓 𝒙𝟏 = −𝟐.
From (2), we have 𝒙𝟐 = 𝟎.

⸫The critical points are: [𝟎, 𝟎]𝑻 and [−𝟐, 𝟎]𝑻.



3: We find the Hessian matrix of 𝒉 𝑿 as follows:
𝝏𝟐𝒉

𝝏𝒙𝟏
𝟐 = −𝟔 − 𝟔𝒙𝟏 ,   

𝝏𝟐𝒉

𝝏𝒙𝟏𝝏𝒙𝟐
= 𝟎 =

𝝏𝟐𝒉

𝝏𝒙𝟐𝝏𝒙𝟏
,  
𝝏𝟐𝒉

𝝏𝒙𝟐
𝟐 = 𝟐.

⸫The Hessian matrix of 𝒉 𝑿 is given by

𝑯 𝑿 =
−𝟔 − 𝟔𝒙𝟏 𝟎

𝟎 𝟐

If  𝑿∗ = [−𝟐, 𝟎]𝑻→ 𝑯 𝑿∗ =
𝟔 𝟎
𝟎 𝟐

.

4: We must prove 𝑯 𝑿∗ is positive definite matrix.
Let 𝒀 ≠ 𝟎 𝒊𝒏 𝑹𝟐. We want to prove 𝒀𝑻𝑯 𝑿∗ 𝒀 > 𝟎 .

⸫ 𝒀𝑻𝑯 𝑿∗ 𝒀 = 𝒚𝟏 𝒚𝟐
𝟔 𝟎
𝟎 𝟐

𝒚𝟏
𝒚𝟐

= 𝟔𝒚𝟏 𝟐𝒚𝟐
𝒚𝟏
𝒚𝟐

= 𝟔𝒚𝟏
𝟐 + 𝟐𝒚𝟐

𝟐 > 𝟎 𝒇𝒐𝒓 𝒂𝒍𝒍 𝒀 ≠ 𝟎.
⸫ 𝑯 𝑿∗ is positive definite matrix.



⸫The point 𝑿∗ = [−𝟐, 𝟎]𝑻 is a local minimizer for the function

𝒉 𝑿 = −𝒇 𝑿 .

⸫ The point 𝑿∗ = [−𝟐, 𝟎]𝑻 is a local maximizer for the function

𝒇 𝑿 . 

B: 

1: We find the gradient vector for 𝒇 𝑿 as follows:

𝒈 𝑿 =
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐

𝑻

= 𝟔𝒙𝟏 + 𝟑𝒙𝟏
𝟐 , −𝟐𝒙𝟐

𝑻

2: We find the Hessian matrix for 𝒇 𝑿 as follows:
𝝏𝟐𝒇

𝝏𝒙𝟏
𝟐 = 𝟔 + 𝟔𝒙𝟏 ,   

𝝏𝟐𝒇

𝝏𝒙𝟏𝝏𝒙𝟐
= 𝟎 =

𝝏𝟐𝒇

𝝏𝒙𝟐𝝏𝒙𝟏
,  
𝝏𝟐𝒇

𝝏𝒙𝟐
𝟐 = −𝟐.



⸫The Hessian matrix of 𝒇 𝑿 is given by

𝑮 𝑿 =
𝟔 + 𝟔𝒙𝟏 𝟎

𝟎 −𝟐
.

If   𝑿∗ = [𝟎, 𝟎]𝑻, 𝐭𝐡𝐞𝐧 𝑮 𝑿∗ =
𝟔 𝟎
𝟎 −𝟐

.

3: We determine whether 𝑮 𝑿∗ positive definite or not.
Let 𝒀 ≠ 𝟎 .

⸫ 𝒀𝑻𝑮 𝑿∗ 𝒀 = 𝒚𝟏 , 𝒚𝟐
𝟔 𝟎
𝟎 −𝟐

𝒚𝟏
𝒚𝟐

= 𝟔𝒚𝟏 , −𝟐𝒚𝟐
𝒚𝟏
𝒚𝟐

= 𝟔𝒚𝟏
𝟐 − 𝟐𝒚𝟐

𝟐.

⸫The last expression is not positive every where, for example if 

we take 𝒀 = [𝟏, 𝟎]𝑻, then 𝒀𝑻𝑮 𝑿∗ 𝒀 = 𝟔 > 𝟎 𝒘𝒉𝒊𝒍𝒆 𝒊𝒇 𝒘𝒆 𝒕𝒂𝒌𝒆
𝒀 = [𝟎, 𝟏]𝑻, then 𝒀𝑻𝑮 𝑿∗ 𝒀 = −𝟐 < 𝟎 .



⸫𝑿∗ = [𝟎, 𝟎]𝑻 is not local minimizer for 𝒇 𝑿 .
4: We find the Hessian matrix for the function 𝐡 𝐗 = −𝒇 𝑿 .

Since the Hessian matrix for the function 𝐡 𝐗 is given by

𝑯 𝑿 =
−𝟔 − 𝟔𝒙𝟏 𝟎

𝟎 𝟐
.

⸫ 𝑯 𝑿∗ =
−𝟔 𝟎
𝟎 𝟐

, where 𝑿∗ = [𝟎, 𝟎]𝑻.

5: We determine whether 𝑯 𝑿∗ is positive definite or not.
Let 𝑽 ≠ 𝟎.

⸫ 𝑽𝑻𝑯 𝑿∗ 𝑽 = 𝒗𝟏 𝒗𝟐
−𝟔 𝟎
𝟎 𝟐

𝒗𝟏
𝒗𝟐

= −𝟔𝒗𝟏 𝟐𝒗𝟐
𝒗𝟏
𝒗𝟐

= −𝟔𝒗𝟏
𝟐 + 𝟐𝒗𝟐

𝟐 .

⸫The last expression is not positive every where, for example



if we take 𝑽 = 𝟏 𝟎 𝑻, then 𝑽𝑻𝑯 𝑿∗ 𝑽 = −𝟔 < 𝟎 ,
𝒘𝒉𝒊𝒍𝒆 𝒊𝒇 𝒘𝒆 𝒕𝒂𝒌𝒆 𝑽 = 𝟎 𝟏 𝑻, then 𝑽𝑻𝑯 𝑿∗ 𝑽 = 𝟐 > 𝟎 .
⸫𝑿∗ = [𝟎, 𝟎]𝑻is not a local minimizer for the function −𝒇 𝑿 .
⸫𝑿∗ = [𝟎, 𝟎]𝑻is not a local maximizer for the function 𝒇 𝑿 .
⸫𝑿∗ = [𝟎, 𝟎]𝑻is not a local maximizer and not a local minimizer for 
the function 𝒇 𝑿 .
⸫𝑿∗ = [𝟎, 𝟎]𝑻 is a saddle point for the function 𝒇 𝑿 .

C: Since the function 𝒇 𝑿 has only two critical points [−𝟐, 𝟎]𝑻and
[𝟎, 𝟎]𝑻. The point [−𝟐, 𝟎]𝑻 𝐢𝐬 𝐚 𝐥𝐨𝐜𝐚𝐥 𝐦𝐚𝐱𝐢𝐦𝐮𝐦 𝐩𝐨𝐢𝐧𝐭 𝐚𝐧𝐝 𝐭𝐡𝐞
point is a saddle point.
Then we conclude that the function 𝒇 𝑿 has no minimizers.



Problem (6):
Let the function 𝒇: 𝑹𝒏 → 𝑹 𝒊𝒔 𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒃𝒚

𝒇 𝑿 =
𝟏

𝟐
𝑿𝑻𝑨𝑿 − 𝒃𝑻𝑿 + 𝒄, where 𝑨 is a given 𝒏 × 𝒏 matrix, 𝒃

is a given 𝒏 × 𝟏 vector and 𝒄 is a given real number. Let 𝑿∗ be the 
solution of the system of linear equations 𝑨𝑿 = 𝒃. Show that if 
𝑨 is positive definite then 𝑿∗ is a strong local minimizer of  𝒇 𝑿 .
Solution:
By Theorem (7):
If 𝑿∗ is a critical point and 𝑮(𝑿∗) is positive definite matrix, 
where 𝑮(𝑿∗) is the Hessian matrix of 𝒇 𝑿 at 𝑿∗, then 𝑿∗ is a 
strong local minimizer of 𝒇 𝑿 .
Since the gradient of 𝒇 𝑿 is given by: 𝒈 𝑿 = 𝑨𝑿 − 𝒃 and 



𝑿∗ is the solution of the system 𝑨𝑿 = 𝒃, 𝒕𝒉𝒂𝒕 𝒊𝒔 𝑨𝑿∗ = 𝒃 𝒐𝒓
𝑨𝑿∗ − 𝒃 = 𝟎 . 𝑻𝒉𝒊𝒔 𝒎𝒆𝒂𝒏𝒔 𝒈 𝑿∗ = 𝑨𝑿∗ − 𝒃 = 𝟎.
⸫ 𝑿∗ is the critical point for 𝒇 𝑿 .
The Hessian matrix of 𝒇 𝑿 is given by: 𝑮 𝑿 = 𝑨 → 𝑮 𝑿∗ = 𝑨 .
Since 𝑨 is positive definite matrix.
⸫By Theorem (7), we conclude that the point 𝑿∗ is a strong local 
minimizer for 𝒇 𝑿 .


