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Chapter One

Basic Concepts

Lecture 3



10: Function and Differential

Definition (8): (Gradient Vector)

Let 𝒇: 𝑹𝒏 → 𝑹 have first partial derivatives in 𝑹𝒏. 𝑻𝒉𝒆 gradient vector 

of 𝒇 at 𝑿 in 𝑹𝒏 is defined as

𝛁𝒇 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
,
𝝏𝒇

𝝏𝒙𝟑
, ⋯ ,

𝝏𝒇

𝝏𝒙𝒏
]𝑻

We use notation 𝒈(𝑿) for the gradient vector of 𝒇 at 𝑿.

Definition (9): (Hessian Matrix)

Let 𝒇: 𝑹𝒏 → 𝑹 𝒉𝒂𝒗𝒆 𝒔𝒆𝒄𝒐𝒏𝒅 𝒑𝒂𝒓𝒕𝒊𝒂𝒍 𝒅𝒆𝒓𝒊𝒗𝒂𝒕𝒊𝒗𝒆𝒔 𝒊𝒏 𝑹𝒏. The Hessian

matrix 𝑮(𝑿) of 𝒇 at 𝑿 is defined as  𝑮 𝑿 =
𝝏𝟐 𝒇

𝝏𝒙𝒊 𝝏𝒙𝒋
, 𝒊, 𝒋 = 𝟏, 𝟐, 𝟑,⋯ , 𝒏.



Note (9): 

If 𝒇 has continuous second partial derivatives in 𝑹𝒏 then 
𝝏𝟐𝒇

𝝏𝒙𝒊 𝝏𝒙𝒋
=

𝝏𝟐𝒇

𝝏𝒙𝒋 𝝏𝒙𝒊
,

𝒊, 𝒋 = 𝟏, 𝟐, 𝟑,⋯ , 𝒏. So that 𝑮 𝑿 is symmetric and only  
𝒏(𝒏+𝟏)

𝟐
second derivatives need 

be calculated in order to evaluate 𝑮 𝑿 .

Example (1):

Find the gradient vector and Hessian matrix for the function 𝒇: 𝑹𝟐 → 𝑹 defined 𝒃𝒚

𝒇 𝑿 = 𝟑𝒙𝟏
𝟐 + 𝟒𝒙𝟏𝒙𝟐 − 𝟒𝒙𝟐

𝟐 .

Solution:

The gradient vector is defined as: 𝛁𝒇 𝑿 = [
𝝏𝒇

𝝏𝒙𝟏
,
𝝏𝒇

𝝏𝒙𝟐
]𝑻= [𝟔𝒙𝟏 + 𝟒𝒙𝟐 , 𝟒𝒙𝟏 − 𝟖𝒙𝟐]

𝑻.

The Hessian matrix is defined as: 𝑮 𝑿 =
𝝏𝟐𝒇

𝝏𝒙𝒊 𝝏𝒙𝒋
, 𝒊, 𝒋 = 𝟏, 𝟐.

𝝏𝟐𝒇

𝝏𝒙𝟏
𝟐 = 𝟔 ,

𝝏𝟐𝒇

𝝏𝒙𝟏 𝝏𝒙𝟐
= 𝟒 ,

𝝏𝟐𝒇

𝝏𝒙𝟐 𝝏𝒙𝟏
= 𝟒 ,

𝝏𝟐𝒇

𝝏𝒙𝟐
𝟐 = −𝟖.

𝑮 𝑿 =
𝟔 𝟒
𝟒 −𝟖

.



11: Convex Sets and Convex Functions

Definition (10): (Convex Set) 

Let the set 𝑫 ⊂ 𝑹𝒏. If for 𝒂𝒏𝒚 𝑿, 𝒀 𝒊𝒏 𝑫 , we have 𝜶𝑿 + 𝟏 − 𝜶 𝒀 𝒊𝒏 𝑫 𝒇𝒐𝒓

𝜶 𝝐 𝟎, 𝟏 , 𝒕𝒉𝒆𝒏 𝑫 𝒊𝒔 𝒔𝒂𝒊𝒅 𝒕𝒐 𝒃𝒆 𝒂 𝒄𝒐𝒏𝒗𝒆𝒙 𝒔𝒆𝒕.

Note (10):

Definition (10) indicates, in geometry, that for any two points 𝑿, 𝒀 𝒊𝒏 𝑫, the line 

segment joining 𝑿 𝒂𝒏𝒅 𝒀 is entirely contained in 𝑫.



Note (11):

𝑿 = 𝜶𝒙𝟏 + (𝟏 − 𝜶)𝒙𝟐 , where 𝜶 𝝐 [𝟎, 𝟏] is called convex combination of 𝒙𝟏 and 𝒙𝟐.

Note (12):

𝑿 = σ𝒊=𝟏
𝒎 𝜶𝒊𝒙𝒊 𝒊𝒔 𝒄𝒂𝒍𝒍𝒆𝒅 𝒂 𝒄𝒐𝒏𝒗𝒆𝒙 𝒄𝒐𝒎𝒃𝒊𝒏𝒂𝒕𝒊𝒐𝒏 of 𝒙𝟏, 𝒙𝟐, 𝒙𝟑,⋯ , 𝒙𝒎, where 

σ𝒊=𝟏
𝒎 𝜶𝒊 = 𝟏, 𝜶𝒊 ≥ 𝟎 , 𝒊 = 𝟏, 𝟐, 𝟑,⋯ ,𝒎.

Lemma (1):

The set 𝑫 ⊂ 𝑹𝒏 is convex if and only if for any 𝒙𝟏, 𝒙𝟐, 𝒙𝟑, ⋯ , 𝒙𝒏 𝒊𝒏 𝑫,
σ𝒊=𝟏
𝒎 𝜶𝒊𝒙𝒊 𝒊𝒏 𝑫,𝒘𝒉𝒆𝒓𝒆 σ𝒊=𝟏

𝒎 𝜶𝒊 = 𝟏, 𝜶𝒊 ≥ 𝟎 , 𝒊 = 𝟏, 𝟐, 𝟑,⋯ ,𝒎.

Proof: (H.W.)

Theorem (1):

Let 𝑫𝟏 𝒂𝒏𝒅 𝑫𝟐 be two convex 𝒔𝒆𝒕𝒔 𝒊𝒏 𝑹𝒏. Then:

1: 𝑫𝟏 ∩ 𝑫𝟐 is convex set.

2: 𝑫𝟏 ∓ 𝑫𝟐 = { 𝒙𝟏 ∓ 𝒙𝟐 ∶ 𝒙𝟏𝝐 𝑫𝟏 , 𝒙𝟐𝝐 𝑫𝟐} is convex set.

Proof: (H.W.)



Example (2):

Show that the set 𝑯 = { 𝑿𝝐 𝑹𝒏 ∶ 𝒑𝑻𝑿 = 𝒄} is convex, where 𝒑 𝝐 𝑹𝒏 is a 

nonzero vector and 𝒄 is a scalar.

Solution:

Let  𝑿𝟏, 𝑿𝟐 𝝐 𝑯 𝒂𝒏𝒅 𝜶 𝝐 𝟎, 𝟏 .

⸫𝒑𝑻𝑿𝟏 = 𝒄 𝒂𝒏𝒅 𝒑𝑻𝑿𝟐 = 𝒄 .

We want to prove that 𝜶𝑿𝟏 + 𝟏 − 𝜶 𝑿𝟐 𝝐 𝑯 .

⸫𝒑𝑻[𝜶𝑿𝟏 + 𝟏 − 𝜶 𝑿𝟐] = 𝜶𝒑𝑻𝑿𝟏 + 𝟏 − 𝜶 𝒑𝑻𝑿𝟐 = 𝜶𝒄 + 𝟏 − 𝜶 𝒄 = 𝒄 .

⸫𝜶𝑿𝟏 + 𝟏 − 𝜶 𝑿𝟐 𝝐 𝑯 .

⸫ 𝑯 is convex set.



Example (3):

Show that the set 𝑺 = {𝑿𝝐𝑹𝒏 ∶ 𝑿 = 𝑿𝟎 + 𝝀𝒅, 𝝀 ≥ 𝟎} is a convex set, where 

𝒅𝝐𝑹𝒏 𝒊𝒔 𝒂 𝒏𝒐𝒏𝒛𝒆𝒓𝒐 𝒗𝒆𝒄𝒕𝒐𝒓 𝒂𝒏𝒅 𝑿𝟎 is a fixed point.

Solution:

Let  𝑿𝟏, 𝑿𝟐 𝝐 𝑺 𝒂𝒏𝒅 𝜶 𝝐 𝟎, 𝟏 .

⸫𝑿𝟏 = 𝑿𝟎 + 𝝀𝟏𝒅 𝒂𝒏𝒅 𝑿𝟐 = 𝑿𝟎 + 𝝀𝟐𝒅 ,𝒘𝒉𝒆𝒓𝒆 𝝀𝟏, 𝝀𝟐 ≥ 𝟎 .

We want to prove that 𝜶𝑿𝟏 + 𝟏 − 𝜶 𝑿𝟐 𝝐 𝑺 .

⸫𝜶𝑿𝟏 + 𝟏 − 𝜶 𝑿𝟐 = 𝜶 𝑿𝟎 + 𝝀𝟏𝒅 + 𝟏 − 𝜶 [𝑿𝟎 + 𝝀𝟐𝒅 ]

= 𝜶𝑿𝟎 + 𝜶𝝀𝟏𝒅 + 𝑿𝟎 + 𝝀𝟐𝒅 − 𝜶𝑿𝟎 − 𝜶𝝀𝟐𝒅

= 𝑿𝟎 + 𝜶𝝀𝟏 + 𝟏 − 𝜶 𝝀𝟐 𝒅

Since 𝜶𝝀𝟏 + 𝟏 − 𝜶 𝝀𝟐 ≥ 𝟎

⸫ 𝜶𝝀𝟏 + 𝟏 − 𝜶 𝝀𝟐𝝐𝑺

⸫ 𝑺 is a convex set.


