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Chapter One

Basic Concepts

|_ecture 2



/. Some Mathematical Foundations

We shall review a number of results from linear algebra and
mathematical analysis which are useful in optimization theory and
methods.

Definition (2): (Linear Space)

Let X &Y in R" and a € R, we define

X+Y= [x1 + V1,X2 + Yo, , X, T+ yn] (7)
And
aX = [axy, axy, -, ax,] ... ... .. . (8)

Then R™ together with the operatlons deflned by (7)& (8) constitute a
linear space.
We shall subsequently refer to the linear space as R™.




Note (2):
Areal m X n matrix A = (a;;) defines a linear mapping from R™ to R™ and
will be written as Ae R™ ™ or Ae L(R"™, R™) to denote either the matrix or

the linear operator.

Definition (3): (Vector Norm)

A function ||.||: R™ — R is called a vector norm on R™ if and only if
satisfies the following properties:

1: ||X]|| = 0 for all XeR".

2. | X||=0if and only if X = 0.

3: ||laX|| = |a|||X]|| for all XeR™ and «a € R.

4. | X +Y|| < || X]| + I|Y|| for all X,Ye R™.




Definition (4): (Normed Linear Space)
The linear space R™ together with a vector norm ||. || on R™ is called a
normed linear space, we denote it by (R™, ||. |]).

Examples of vector norms as follows:

1: L, — Norm: || X| = max]x;|.
1<i<n
2: Ly — Norm:  ||X|l;= X2 ylx,].

1
3: L, — Norm: || X|l,= C™]x;]%)2.
1

4: L, — Norm: X|l,= izqlxi|P)p.



Definition (5): (Matrix Norm)

Let 4, B €e R™", A function ||.||: R™™ — R issaid to be a matrix norm if it
satisfies the following properties:

1: ||A|| = O for all A eR™ ™,

2: [|Al| =0if and onlyif A = 0.

3: ||aA|| = |a|||A]| for all A eR™ ™ and a € R.

4: [|A + B|| < ||A|| + ||B]|| for all A, B eR™ ™,

Examples of a matrix norm:
1: Maximum Column Norm: [[A[|; = max Y 4|a;j|.
1<j<n

2: Maximum Row Norm: __ ||A]l, = max Y4 |a;;l.
1<isn Y J

3: Frobenius Norm:

1
2.2 1
1AllF = (Xiq Xfq|ay] )*= [tr(ATA)]z , where tr(.) denotes the trace of a square
matrix with tr(A) = Y-, a;; .



Note (4):

The trace satisfies the following properties:
l:tr(a A+ B B) =atr(A4) + B tr(B).

2: tr(AT) = tr(A).

3:tr(AB) = tr(BA).

4:tr(A) = ). 1 4; if the eigen values of A are denoted by 2A{,13,43,::-, 4, .

Note (b):

The norm of the identity matrix equals 1.

Definition (6): (Convergent)

A vector sequence {X,} is said to be convergent to X* if kli_>n30”X" — X*|| = 0.

A matrix sequence {A;} is said to be convergent to A if klim |4, — A|| = 0.




Note (6):
Choice of norms is irrelevant since all norms in finite dimensional space are
equivalent.

8: Eigen Values Problem

Eigen values problem of a matrix A isthat AX = AX,Ae RV" , X # 0,
X € R" ,where Ais called an eigen value of A, X an eigen vector of A
corresponding to 4, and (4,X) an eigen pair of A.

Note (7):
If A e RV" is symmetric with eigen values A11,2,,45,---,,,, then

14]lz = max|4;].




9: Positive Definite Matrices

Definition (7):

If A e R™™ be symmetric. A is said to be positive definite if XTAX > 0 for all
XeR", X+ 0.

A is said to be positive semi — definite if XTAX > 0 for all X e R".
A is said to be negative definite or negative semi — definite if —A is positive
definite or positive semi — definite.

A is said to be indefinite If it is neither positive semi — definite nor negative semi —
definite.

For example, the matrix 4 = [1 2] positive definite because for all X in R?

T _ 1 X1
XTAX = [x1  X4] [2 ] [ ] (X1 + 2%, 2x1 + 4x,] [ le
= x% + 4x,x, + 4x5 = (x1 + 2x2)%> > 0 for all X # 0.

While the matrix —A4 = [:; —2

_4 IS negative definite.



Notes (8):

Let A € R™*™ be symmetric.

1: Ais positive definite if and only if all its eigen values are positive.
2: AlIs positive semi - definite if and only if all its eigen values are

nonnegative.
3: Alis negative definite or negative semi — definite if and only if all its eigen

values are negative or non-positive.
4: A'is indefinite if and only If it has both positive and negative eigen

values.




