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Preface 

Welcome to this volume of the Proceedings of the 14th Computer Science On-line Con-
ference 2025. CSOC was founded to advance the scientific foundations of computing 
while embracing a fully web-based format that lowers cost and sharply reduces envi-
ronmental impact. By meeting online, researchers and practitioners—both early-career 
and established—exchange ideas without the barriers imposed by travel. 

The papers gathered here span the conference’s core disciplines: software engineer-
ing, data science, artificial intelligence, informatics, cybernetics, and related areas of 
system development and analysis. 

They explore theory and practice, propose new tools and techniques, and report 
empirical evaluations that deepen our understanding of modern computational systems. 
Each submission underwent rigorous peer review to ensure originality, relevance, and 
technical soundness. 

We thank the authors for sharing their work, the reviewers for their thoughtful assess-
ments, and the participants whose discussions bring these pages to life. We invite you 
to delve into the insights collected here and to continue the conversations that began at 
CSOC 2025. 

Radek Silhavy 
Petr Silhavy
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Comprehensive Evaluation for Enhancing 
Participation in Teaching Systems 

Ricardo Manuel Arias Velásquez(B), Jorge Omar Antezana Huamani, 
and David Martin Melgarejo 

Universidad Tecnológica del Perú, Lima, Peru 
ricardoariasvelasquez@hotmail.com, {rariasv,U20203382,C25996}@utp.edu.pe 

https://www.utp.edu.pe/ 

Abstract. A systematic review using the PRISMA-A methodology [ 9] 
screened 111 records, resulting in 48 articles for analysis. The review 
focused on Student Evaluation of Teaching (SET) systems and identified 
several key findings, as follows: A 2023 study showed a 30% increase in 
extreme responses after incentivizing early course registration, boosting 
participation but reducing evaluation quality. A 2017 Brazilian study 
highlighted that concerns about confidentiality led to low participation 
rates (1.5% to 20%), emphasizing the need for secure anonymous feed-
back systems. In the UK, biases in SET based on gender and race nega-
tively impacted women and people of color, raising concerns about fair-
ness in evaluations. Similarly, an Australian study found that teach-
ing organization and engagement significantly improved student satis-
faction, while learning resources were linked to negative feedback. 

Keywords: Systematic review · Student · Teaching · System 

1 Introduction 

In higher education, SETs have become an essential tool for measuring and 
improving educational quality [ 1]. Over the last decade, SETs have been the 
subject of extensive study and debate within the global academic community, 
resulting in a body of literature that explores everything from their effectiveness 
to the challenges of their implementation [ 2, 3]. 

Recent literature on SET systems highlights several key findings that help to 
understand how these evaluations are implemented and adapted across various 
educational contexts. A notable example is the Web-Enabled Student Evalua-
tion of Teaching (WESET) system in India, which excels by ensuring anonymity, 
promoting real improvements based on feedback, and offering ease of use as it 
integrates with platforms that students already utilize regularly [ 4]. This app-
roach has proven effective in fostering higher student participation and improving 
teaching quality, suggesting that a similar system could be valuable in Lima. 
Moreover, a 2023 study introduced new metrics for interpreting SET data, 

c The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
R. Silhavy and P. Silhavy (Eds.): CSOC 2025, LNNS 1562, pp. 1–28, 2026. 
https://doi.org/10.1007/978-3-032-04725-0_1
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2 R. M. Arias Velásquez et al.

including the Interpolated Median (IM) and Favorable Percentage (FP), pro-
viding a more precise and detailed measurement of teaching quality [ 5]. These 
innovations are particularly relevant, as objectivity and quantitative analysis are 
critical for assessing teaching effectiveness. 

In countries like the United States, public platforms such as Rate My Pro-
fessors have facilitated student participation in evaluating teaching, increasing 
transparency and access to public feedback on professor performance. However, 
both students and faculty have expressed concerns about the reliability of this 
platform due to various biases, such as those mentioned earlier [ 6]. In Malaysia, 
the Student Feedback Online (SuFO) system enables fully online evaluations, 
where both students and faculty view these assessments as serious and vital for 
continuous improvement in teaching. Nevertheless, it has been found that stu-
dents tend to evaluate professors based on charisma or personality rather than 
learning outcomes, indicating a need to redesign these evaluations to focus on 
pedagogical and objective criteria. 

Despite advancements in SET system implementation, student engagement 
with these evaluations remains a significant challenge in many countries. An 
experiment conducted at Erasmus University in the Netherlands examined 
whether simple nudges or incentives could increase participation in online teach-
ing evaluations. The results revealed that these approaches were not effective in 
significantly influencing student behavior, as participation rates were as low as 
11% [ 7]. This finding is crucial for the context of Lima, where a study conducted 
at a local university [ 8] indicated that internal evaluations are often perceived 
as formalities, disconnected from actual teaching quality, and overly subjective. 
Therefore, developing strategies for a public SET system could be beneficial, 
incorporating innovative and specifically designed tactics to meaningfully engage 
students in the feedback process. 

However, the implementation of a similar public system remains an unex-
plored gap, as evaluations are generally private and internally managed by uni-
versities. The objective of this systematic review is to analyze the existing lit-
erature on SETs in higher education, with a particular focus on student par-
ticipation and trust in evaluation platforms. Through this review, we aim to 
determine how international findings can be applied to the context of Lima, 
Peru, and assess the necessity and feasibility of a public digital platform for 
SETs in this region. This review will contribute to a deeper understanding of 
the challenges and opportunities presented by SETs in the Peruvian context. 

This systematic review article is structured as follows: Sect. 2 covers the 
development of the systematic review based on PICOC [ 10] and PRISMA-A 
[ 9] methodologies, considering the research question, search strategy, evalua-
tion criteria, checklists, data extraction strategy, and development of PRISMA-
A diagrams. Section 3 reviews the obtained results and limitations of current 
implementations. Section 4 provides a discussion and state-of-the-art evaluation, 
focusing on the evolution and trends in implementing public digital platforms 
aimed at improving university teaching. Finally, Sect. 5 presents conclusions and 
future work.



Comprehensive Evaluation for Enhancing Participation in Teaching Systems 3

2 Methodology 

2.1 Statement of Objetives 

It evaluated the benefits and limitations of public Student Evaluation of Teaching 
(SET) systems compared to internal systems, in relation to the satisfaction and 
trust of university students. He analyzed how these systems influenced feedback 
for faculty members at universities in Lima, Peru, taking into account experi-
ences with the implementation of public SET systems in other countries. The 
justification of this objective allowed him to address the main research ques-
tion, which focused on identifying the advantages and disadvantages of public 
SET systems and how these characteristics could be applied to the local con-
text to improve student satisfaction and the effectiveness of faculty evaluation. 
The PICOC methodology, outlined in Table 1, was applied for this purpose. 

– The population consisted of university students in Lima, Peru, studying at 
universities with internal evaluation systems and limited student participa-
tion. 

– The intervention involved the implementation of a public digital platform for 
SETs. 

– A comparison was made between internal faculty evaluation systems and 
public evaluation systems. 

– The outcome aimed to achieve higher student satisfaction, increased confi-
dence in the evaluations, and more effective feedback for instructors. 

– This was applied to universities within the context of evaluations with limited 
student participation. 

Table 1. PICOC methodology 

Method Description 
Category Description 
Population University students enrolled in higher education (N = 10,000) 
Intervention Implementation of a public digital platform for student evalu-

ations of teaching (SETs) 
Comparison Comparison between internal faculty evaluation systems and 

public SET platforms 
Outcome Increased student satisfaction (by 20%), higher confidence in 

evaluations (by 15%), and more effective feedback for faculty 
(improvement rate of 25%) 

Context Universities in Lima, Peru, with existing internal evaluation sys-
tems and limited student participation (average participation 
rate of 35%)
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2.2 Search Strategy 

The strategy used to derive search terms identifies the search terms for Popula-
tion, Intervention, Outcome and Context, according to Table 2. 

Afterwards, the search for keywords is carried out in articles relevant to the 
research, according to Table 3. 

2.3 Search Process and Resources 

The search process for a systematic review must be rigorous and carefully struc-
tured to identify the maximum possible number of relevant primary studies. To 
ensure comprehensive coverage, the search is divided into two distinct phases: 
the primary search phase and the secondary search phase. 

In the primary search phase, It aims to retrieve studies by querying electronic 
databases using a predefined set of keywords and Boolean operators. This phase 
typically involves screening thousands of articles; for instance, systematic reviews 
in computer science have reported initial screenings of between 2,000 to 5,000 

Table 2. Search strategy 

Method Description 
Population University students, higher education 
Interention Public student evaluation of teaching evaluation, digital platforms, student feedback 
Comparison Private set systems, public platforms, uaset 
Outcome Student participation, evaluation quality, teaching improvement 
Context Internal evaluation systems, Peruvian universities 

Table 3. Reference keywords 

Authors Keywords 
S. Neckermann (2022) [ 7] Nudges, Social norms, Descriptive norm, Commitment 

Student, evaluation of teaching, Participation, Response 
rates, Field experiment. 

S. Boswell (2016) [ 6] Ratemyprofessors.com, Student evaluations of teaching, 
Self-efficacy. 

L. F. Vargas-Madriz (2023) [ 1] Student evaluations of teaching, Course evaluations, 
Teacher evaluations, Higher education, Mixed-methods 
research. 

L. Santisteban (2022) [ 3] Cultural bias, Educational assessment, Faculty 
development, Identity diversity, Student evaluations of 
teaching. 

F. Quansah et al. (2024) [ 2] Student evaluation, higher education, validity, teacher, 
student, courses. 

M. Goos (2017) [ 8] Evaluación del docente, responsabilidad institucional, 
valoración estudiantil
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papers. The goal is to maximize sensitivity and ensure no potentially relevant 
studies are overlooked. 

The secondary search phase supplements the primary search by utilizing 
methods such as snowballing (citation tracking) and manual searches of grey 
literature and conference proceedings. This phase often results in the identifi-
cation of an additional 10–20% of relevant studies that may have been missed 
in the initial database search. Together, these phases ensure both breadth and 
depth in the collection of primary studies, thereby increasing the reliability and 
reproducibility of the review findings. 

The primary search phase will focus on querying academic search engines 
to retrieve relevant literature. To ensure a comprehensive and thorough search 
process, and to minimize the risk of excluding important studies, we will consider 
literature published from 2014 to the present. The following electronic databases 
have been selected for the primary search: 

– Scopus. 
– ScienceDirect. 

The search will incorporate a range of keywords, including “public teach-
ing evaluation systems,” “SET (Student Evaluation of Teaching),” and “teacher 
performance in higher education.” We will use Boolean operators and advanced 
search filters (such as title, abstract, and keyword searches) to refine the 
results. Based on preliminary testing, we estimate retrieving approximately 300– 
500 articles from these databases, of which 30–50 will likely be relevant after 
applying inclusion and exclusion criteria. 

The secondary search phase aims to complement the primary search by iden-
tifying additional relevant studies related to the evaluation of teaching perfor-
mance in public higher education institutions. During this phase, we will under-
take the following activities: 

– Reference Review: It reviewed the reference lists of the articles identified 
during the primary search. This step is crucial for discovering studies that 
might not appear in the initial database queries. The reference review process 
is expected to yield an additional 10–20 relevant studies. This process will be 
iterative, meaning that each relevant article’s references will be reviewed until 
no new significant studies are found. 

– Citation Analysis: it included citation tracking for the primary studies iden-
tified in the previous phase. This iterative process will focus on identifying 
studies that have cited the key articles, which is expected to add another 
10–15 studies to our pool of relevant literature. 

To ensure transparency and reduce bias, we will meticulously document the 
entire search process, including search terms, date ranges, and the number of 
articles retrieved at each stage. This documentation will also provide the basis 
for replicating the search in future reviews. The goal is to ensure that the search 
process is as comprehensive as possible and provides a clear audit trail. it antic-
ipated a final corpus of 40–70 studies for detailed analysis, following the com-
pletion of the primary and secondary search phases, in the Table 4.
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Table 4. Search details 

Database Strategy Search 
date 

years 

Scopus, Sci-
enceDirect. 

Keyword combination related to “pub-
lic systems of teaching evaluation” and 
“teaching evaluation teaching in univer-
sities” applied to relevant articles on 
SET in the context of higher education 

2024 2014 -
2025 

2.4 Qualitative and Quantitative Assessment 

The aim of evaluating the quality of studies was to identify those providing 
direct and robust evidence regarding the feasibility and impact of implementing 
Student Evaluation of Teaching (SET) systems in Lima, Peru. This evaluation 
helped determine which studies were relevant and reliable for addressing the 
research questions. If a study’s quality was deemed too low, it was excluded 
from the analysis due to its weak evidence. 

To ensure the relevance of the studies included in this review, a series of 
criteria were applied to filter out studies that contributed valuable evidence. 
Studies were selected if they met at least one of the following conditions: 

– The articles had to address any type of teaching evaluation system (public 
or internal) that provided information on student feedback and its impact on 
teaching quality. 

– Priority was given to articles that analyzed data collected from SET sys-
tems, examining the influence of these results on students or teachers through 
empirical data that supported their findings, whether through case studies, 
surveys, or comparative analyses. 

– Studies analyzing the implementation of SET, with a focus on advantages 
and disadvantages applicable to Lima, Peru, were prioritized. 

2.5 Exclusion Criteria 

The criteria was the following: 

– The studies did not address teaching evaluation systems (SET) or focused 
exclusively on other types of evaluation systems. 

– It did not present empirical evidence or were based solely on theoretical frame-
works without practical validation. 

– It lacked a focus on the implementation of SET systems or their advantages 
and disadvantages. 

– The initial selection of studies was conducted through a review of titles and 
abstracts in the chosen databases. Defined search strings were used to identify 
relevant studies. Titles and abstracts were reviewed to ensure alignment with 
the established inclusion criteria.
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At this stage, a decision was made regarding the inclusion or exclusion of 
each study based on a rapid and critical reading. The final selection was guided 
by the following criteria: 

2.6 Methodological Rigor 

Studies had to demonstrate a robust methodology that ensured the validity of 
their results. 

Table 5. Quantitative check list 

No. Question Response 
1 Were the research questions clearly stated in the studies? [ 4, 8, 

11,12,48,49] 
Yes 

2 Did the study build upon the existing body of knowledge, 
explicitly discussing its contribution in light of previous work? 
[ 4, 8,11,12,48,49] 

Yes 

3 Were the variables/metrics used in the study adequately mea-
sured and validated? [ 4, 8,11,12,48,49] 

Yes 

4 Were the metrics used in the study clearly defined? [ 4, 8,11,12, 
48,49] 

Yes 

5 Were the methods for constructing models/metrics (tools and 
techniques used) fully defined? [ 4, 8,11,12,48,49] 

Partially 

6 Were the metrics used in the study the most relevant for answer-
ing the research questions? [ 4, 8,11,12,48,49] 

Yes 

7 Were the data collection methods adequately described? [ 4, 8, 
11,12,48,49] 

Yes 

8 Were the statistical techniques used justified? [ 4, 8,11,12,48,49] Yes 
9 Was the purpose of the data analysis clear? [ 4, 8,11,12,48,49] Yes 
10 Were potential confounding factors adequately controlled in the 

analysis? [ 4, 8,11,12,48,49] 
Partially 

11 Were negative findings presented? [ 4, 8,11,12,48,49] No 
12 Did the researchers discuss issues with the validity/reliability 

of their results? [ 4, 8,11,12,48,49] 
Yes 

13 Was the study replicable? [ 4, 8,11,12,48,49] Yes 
14 Was the research design clearly presented? [ 4, 8,11,12,48,49] Yes 
15 Was the research design suitable for carrying out the study? 

[ 4, 8,11,12,48,49] 
Yes 

16 Were the findings credible? [ 4, 8,11,12,48,49] Yes 
17 Was the research process comprehensively described? [ 4, 8,11, 

12,48,49] 
Yes 

18 Were the links between the data, interpretation, and conclu-
sions clearly articulated? [ 4, 8,11,12,48,49] 

Yes 

19 Was the presentation of results clear and coherent? [ 4, 8,11,12, 
48,49] 

Yes
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2.7 Potential Impact 

Priority was given to studies discussing the impact of SET on educational quality 
and student engagement, with clear implications for implementation in Lima. 

2.8 Checklist for Quantitative and Qualitative Analysis 

For the evaluation of the quality of the selected studies, separate checklists were 
developed for qualitative and quantitative studies. This was necessary because 
the review process aimed to identify both types of studies, each of which required 
a specific approach to assess its quality, given the differences in research method-
ologies. The use of separate checklists enabled the formulation of more detailed 
and suitable questions tailored to each study type, which would not have been 
possible with a single common set of questions. 

Table 6. Qualitative check list 

No. Question Answer 
1 Was the research design appropriate for conducting the study? 

[13,14] 
Yes 

2 Did the study partially base itself on the existing body of 
knowledge, explicitly discussing its contribution in light of 
previous work? [15–17] 

Partially 

3 Did the study report clear and unambiguous findings based on 
evidence and well-founded arguments? [18,19] 

Yes 

4 Were the findings credible? [14,16] Yes 
5 Was the research process described comprehensively? [15] Partially 
6 Were the links between the data, interpretation, and 

conclusions made clear? [13] 
Yes 

7 Was the presentation of the results clear and coherent? [18,19] Yes 
8 Were the theoretical assumptions/perspectives or values that 

shaped the form and outcome of the evaluation clearly stated? 
[16] 

No 

These checklists were designed to evaluate the quality of the selected stud-
ies and, consequently, their relevance as evidence in addressing the research 
questions posed in this systematic review. It is essential to highlight that this 
evaluation focused on the relevance of the evidence in answering the research 
questions, rather than critiquing the work of the researchers, for quantitative 
check list in Table 5 and qualitative check list in Table 6.
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3 Results 

The results of a systematic review with PRISMA-A methodology was from 2 
database and 111 registers, with an output from the identification process of 
109 records screened; besides, with the application of the excluded records of 
7 articles and irrelevants reports of 38, and excluded for the quantitative and 
qualitative check list, with 15 papers were excluded of the evaluation. Therefore, 
the output was 48 articles in the Fig. 1. 

Fig. 1. PRISMA-A results. 

From the literature review on Student Evaluation of Teaching (SET) sys-
tems, a comprehensive state-of-the-art analysis was conducted, therefore, in 2023
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study employed a comparative analysis between two SET surveys, highlighting 
the importance of structural reforms in evaluation systems. The results demon-
strated a 30% increase in extreme responses, which was attributed to a reform 
that encouraged student participation by allowing them to register early for their 
courses. Although this incentive significantly boosted participation rates, par-
ticularly among undergraduate students, it also had unintended side effects on 
the SET surveys, such as a decrease in the quality of responses and an increase 
in incomplete or biased evaluations. These findings suggest that incentives for 
students could represent a significant limitation, necessitating careful design to 
avoid compromising the quality of the feedback obtained [ 48]. 

The implementation of SET systems across different countries has yielded 
mixed results regarding observed benefits. A 2017 qualitative study in Brazil 
explored the meanings and effects of teaching evaluations from the student per-
spective at ten higher education institutions. It found that student perceptions of 
confidentiality directly impacted their willingness to participate. With low confi-
dence in the anonymity of the process, voluntary participation ranged from 1.5% 
to 20%, depending on the institution, emphasizing the need to ensure confiden-
tiality to improve participation. 

In contrast, a study in the United Kingdom examined how student evalu-
ations tend to be biased by factors such as gender, race, and other aspects of 
professor identity. Among the 17 academics surveyed, those who were women or 
people of color were disproportionately affected by negative comments unrelated 
to their teaching but instead focused on their personal identity. This bias directly 
impacted their mental health and professional advancement, raising serious con-
cerns that could likely extend to the context of Lima unless measures are taken 
to mitigate these biases. 

An analysis of SET surveys at an Australian university revealed that stu-
dents in engineering courses primarily valued the quality of teaching and the 
instructor’s organization. Specifically, students who mentioned teacher engage-
ment were 1.2 to 1.3 times more likely to report positive satisfaction. On the 
other hand, those who mentioned learning resources tended to give negative eval-
uations in 17.1% of cases. This highlights that organization and direct interaction 
with students are key factors in improving satisfaction in SET evaluations. 

SET biases are critical as they prevent the full potential of these evaluations 
from being realized. For instance, a 2024 study involving 260 students explored 
how affective and academic factors influence student evaluations, finding simi-
larities between these factors and perceptions of teaching quality (mean score of 
2.05). This broader view helped identify one of the key elements affecting eval-
uations. Additionally, a 2023 study surveyed 602 students and interviewed 40, 
examining student willingness to provide feedback in SET evaluations. Results 
indicated that motivation and perceptions of the process significantly influenced 
student participation. However, the authors noted that the findings were not 
generalizable to other institutions, as the study was limited to one university in 
Canada. These two approaches underscore the need to adjust instruments to 
reduce emotional biases in SET evaluations.
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Another study conducted in Europe analyzed selection bias in teaching evalu-
ations due to low student response rates. This occurs when students who respond 
are not representative of the entire group, leading to skewed evaluations. The 
study, covering over 3,000 courses, used the Heckman selection model to cor-
rect this issue and found that 63% of the bias stemmed from unobservable fac-
tors, such as students’ motivation or interest in the course, which are difficult 
to measure. With a response rate of 45%, evaluations tended to be “inflated,” 
meaning the results reflected a more positive perception than reality, raising 
questions about the validity of the findings. 

Moreover, a recent analysis highlighted that student evaluations are not 
only affected by statistical factors but also by cognitive biases. A study con-
ducted in the United Kingdom proposed that elements such as teacher charisma 
or students’ initial perceptions significantly influence ratings, distorting the 
actual measurement of teaching quality. These findings emphasize the need to 
adopt more holistic qualitative methods to evaluate teaching effectiveness, as 
relying solely on quantitative metrics may not provide an accurate picture of 
instructor performance. In Lima, this implies that any SET system should incor-
porate both quantitative and qualitative approaches to avoid these distortions 
and improve the accuracy of evaluations. 

A 2023 study proposed new metrics to enhance the interpretation of data 
from student evaluations, particularly those based on Likert scales. This analysis, 
which utilized more than 16,000 surveys from a Canadian university, highlighted 
that relying solely on the arithmetic mean could obscure significant variability 
in student responses. The study introduced the concept of interpolated median 
(IM) as a more accurate measure of central tendency, and favorable percentage 
(FP) as a key indicator for assessing student satisfaction. Additionally, the use 
of a dispersion index (DI) was recommended to capture variability in responses. 
Although the collected literature did not provide information on the use of these 
metrics, they would allow for a more accurate and detailed representation of 
perceived teaching quality, which is crucial for a public SET system. 

A study conducted at the University of the Peloponnese in Greece demon-
strated that low student participation in SET surveys poses a significant chal-
lenge to obtaining reliable data. Over eight years, the average participation rate 
was only 14.63%, with a notable difference between undergraduate (10.77%) and 
postgraduate students (27.33%). This low response rate limits the generalizabil-
ity of the results and raises concerns about the representativeness of the data. 
The study also found a low correlation between SET evaluations and student 
grades, suggesting that the evaluations may not accurately reflect course quality 
or teaching performance. 

A comparative study in Malaysia analyzed the perceptions of students and 
faculty regarding the evaluation process through the Student Feedback Online 
(SuFO) system. This system, implemented at Universiti Teknologi MARA 
(UiTM), allows for the complete online evaluation of both instructors and 
courses, aiming to improve teaching and course quality. The study revealed 
that 67.6% of students and 69.8% of faculty believed that the evaluations con-
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ducted through SuFO were taken seriously and that the process was essential for 
improving teaching. However, it also identified that students tended to evaluate 
instructors based on their charisma or personality rather than learning outcomes. 
This suggests that in Lima, a similar system should incorporate mechanisms to 
ensure that evaluations reflect relevant pedagogical aspects and not just stu-
dents’ subjective impressions. 

A study in Malaysia investigated the relationship between teaching effec-
tiveness and learning, revealing that SET evaluations alone are insufficient to 
accurately assess teaching quality. The study analyzed data from 53 courses 
across different disciplines and found a 39% correlation between course grades 
and SET evaluations. This low level of correlation suggests that additional fac-
tors, such as student preparation and course complexity, influence both students’ 
perceptions of teaching quality and their academic performance. These findings 
suggest that in Lima, SET systems should be complemented with other eval-
uation tools to obtain a more comprehensive and fair assessment of teaching 
effectiveness, considering additional factors that also impact learning. 

A study at Universiti Kebangsaan Malaysia analyzed students’ perceptions of 
the characteristics they consider most important for effective teaching. Through 
a hierarchical analysis of paired comparisons, students primarily valued teacher 
preparation (39.76%) as the most important factor for teaching effectiveness, 
followed by teaching style (31.02%) and teacher responsibility (29.21%). This 
study is relevant to the context of Lima, as it underscores the importance of 
good teacher preparation as a crucial factor for improving teaching evaluations. 
Therefore, the SET system should ensure that these characteristics are ade-
quately reflected in the surveys. 

Conversely, another study in Belgium evaluated the role of student comments 
in SET surveys. It found that 70% of SET surveys included written comments, 
providing valuable information that complemented the closed-ended questions 
in the surveys. The comments typically addressed aspects such as the balance 
between theory and practice and course organization. This finding suggests that 
in Lima, it would be beneficial to implement surveys that include open-ended 
questions, allowing for richer and more specific feedback that can be used to 
improve teaching. 

Finally, a study conducted in Germany explored how professor likability and 
students’ prior interest in the subject can bias teaching evaluations. It found 
that professor likability had a strong impact on evaluations, with a correlation 
of 0.58 at the start of the course and 0.55 at the end. This suggests that students 
tend to evaluate professors more favorably if they find them likable, regardless 
of their actual teaching effectiveness. In Lima, such biases could compromise the 
validity of evaluations, so it would be important to design surveys that minimize 
these effects to obtain a fairer assessment of teaching quality. 

A study conducted in India analyzed the adoption of the Web-Enabled Stu-
dent Evaluation of Teaching (WESET) system at a university, evaluating teach-
ing effectiveness through student feedback in a digital environment. The study 
encompassed over 45,934 comments from 1,102 students regarding 427 profes-
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sors over a span of five years. It highlighted that the adoption of WESET was 
driven by three key factors: the assurance of anonymity, the expectation that 
feedback would lead to tangible improvements, and the system’s ease of use, 
given its integration with platforms regularly utilized by students. The results 
demonstrated a consistent improvement in student evaluations from semester 
to semester, suggesting that professors were effectively incorporating feedback 
into their teaching methods [ 16]. In the context of Lima, implementing a sim-
ilar system could enhance student participation in evaluations while ensuring 
confidentiality and facilitating improvements in teaching quality. 

A study conducted in Norway explored the differences between student expec-
tations and the focus of questions in teaching evaluation surveys. This investi-
gation involved interviews with 25 students and 15 academics, revealing that 
85% of the survey questions were oriented towards teaching satisfaction, while 
only 15% focused on learning processes. This discrepancy led to the perception 
that the surveys were overly general and unhelpful in providing specific feedback 
regarding learning. Both students and professors identified that the surveys did 
not provide sufficient information for improving the teaching process, suggest-
ing that dialogue-based methods would be more effective for addressing learn-
ing more directly. In Lima, it would be crucial to consider this distinction to 
ensure that evaluations assess not only satisfaction but also key elements of the 
learning process that contribute to educational quality [ 17]. 

A study conducted in South Africa examined how student evaluations of 
teaching (SET) influence the professional development of academics, focusing 
on the active involvement of the latter in the design and implementation of eval-
uation tools. Covering four faculties, the study revealed that academics partici-
pating in a self-managed SET process engaged in deeper reflections about their 
teaching and the specific contexts affecting learning. The results indicated that 
when academics designed their own SET questions, they felt more empowered 
and committed to the feedback received, leading to long-term improvements 
in their teaching. However, the use of institutionalized SETs focused on aca-
demic performance limited the capacity to capture the complexity of teaching 
and learning contexts. In Lima, implementing a similar approach could encour-
age greater ownership of the evaluation process by teachers, thereby fostering 
continuous improvements in teaching quality [ 18]. 

A study conducted at a public university in Madrid analyzed the impact 
of significant increases in teaching performance evaluations based on SET sur-
veys. The analysis of 13,052 evaluations from 3,893 professors over five years 
showed that 36% of professors who experienced a significant increase in their 
evaluations improved their scores in the following year. However, 64% of pro-
fessors experienced a decline in their scores after the increase, although these 
scores remained above the levels obtained before the initial increase. Survey 
items related to teaching methodology, such as clarity of explanation and content 
management, were most closely associated with these increases. In the context 
of Lima, this study underscores the importance of focusing on teaching method-
ology to foster improvements in performance evaluations and suggests that edu-
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cators could benefit from a greater utilization of SET results for continuous 
enhancement of their teaching [ 19]. 

A study conducted at an Australian university in 2024 examined the fac-
tors influencing student evaluations of teaching. This analysis, based on 376,805 
evaluations, found that factors such as class size, gender, and the linguistic back-
ground of instructors significantly impacted evaluation outcomes. Notably, non-
native English-speaking instructors, particularly women, tended to receive lower 
ratings, indicating a potential bias related to the demographic profile of the 
instructor. While these differences were statistically significant, the observed 
effects were generally small, with two exceptions: gender and the linguistic back-
ground of the instructor, which demonstrated medium-sized effects. In Lima, 
it is crucial to consider these factors to ensure that SET evaluations are not 
influenced by demographic biases and accurately reflect teaching quality [ 20]. 

A study conducted at the University of Guelph in Canada explored how 
biology instructors use student evaluations (SET) to enhance their teaching 
practices. Through focus groups, interviews, and surveys, the study revealed 
that 92% of instructors utilized SET to adjust their teaching methods, with 
72% reading comments immediately after receiving them. The aspects of teach-
ing most frequently adjusted included presentation techniques, course structure, 
and perceived difficulty level. However, instructors also expressed dissatisfaction 
with certain aspects of the SET process, such as the irrelevance of some ques-
tions and the influence of students’ emotional states on their responses. In the 
context of Lima, this study suggests that effective SET implementation should 
include a personalized approach, allowing educators to design questions more 
tailored to their pedagogical needs and receive specific feedback for continuous 
improvement [ 21]. 

A study conducted in the United Kingdom in 2024 evaluated biases and 
anomalies affecting the reliability of Student Evaluations of Teaching (SET). The 
study presented an innovative four-level model addressing cognitive and statis-
tical biases that influence evaluations, including the halo effect and anchoring 
biases. Results indicated that due to a relatively low response rate of 40%, the 
evaluations did not accurately represent teaching performance. Additionally, 
early or late responses from students significantly affected the results, suggesting 
the need to reconsider the use of SET as the sole measure for assessing teaching 
quality. In the context of Lima, it would be essential to adjust SET tools to mini-
mize these biases, ensuring that evaluations more accurately reflect real teaching 
effectiveness and are not distorted by external or emotional factors [ 8]. 

A study conducted at Chongqing University in China proposed an innova-
tive model for assessing teaching quality through principal component analysis 
(PCA) and clustering techniques. The study analyzed SET data from 13 courses 
and classified the results into three groups:“good,” “average,” and “poor.” The 
model achieved an accuracy of 92.3% in classifying courses, indicating that 
the use of PCA and clustering can effectively identify patterns in evaluation 
outcomes. This approach reduces data complexity and enhances objectivity in 
assessing teaching quality. In the context of Lima, this model could be valuable
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for classifying and analyzing large volumes of SET data, providing a more robust 
basis for decision-making related to teaching quality [ 22]. 

A study conducted at an Australian university explored how academics inter-
pret student evaluations and utilize available resources to improve their teaching, 
highlighting the creation of a mobile website called “Ask Charlie.” This website 
visualizes student evaluation results (SET) and provides personalized recom-
mendations for academics, including videos and case studies to enhance teach-
ing. During one semester of evaluation, 56% of academics made changes to their 
teaching based on student feedback, and 78% used SET results to improve key 
aspects such as assessment design and student interaction. Despite the website’s 
success, it was observed that most resources were accessed late in the semester, 
limiting their immediate impact. In the context of Lima, a similar approach 
could facilitate more agile access to teaching resources and promote continu-
ous improvement in teaching quality through the personalization of feedback 
tools [ 23]. 

A 2022 study proposed reorienting the focus of Student Evaluations of Teach-
ing Effectiveness (SETE) towards the effectiveness of teaching performance 
rather than student satisfaction. Based on a literature review and case stud-
ies from educational institutions in China and the U.S., the study revealed that 
68% of students evaluated professors based on their likability rather than their 
actual effectiveness in enhancing learning. Furthermore, it was noted that 74% 
of students changed their opinions about an instructor when receiving some 
form of “special treatment” unrelated to teaching. These findings suggest that 
the current SETE system rewards instructors who are “liked” by students rather 
than those who genuinely foster learning, which could be problematic if a similar 
approach were adopted in Lima. To improve the quality of teaching evaluations, 
a more outcome-oriented approach focusing on learning results rather than on 
the popularity of professors is proposed [ 24], as the trends in the Table 7. 

A study conducted in Hong Kong in 2019 investigated the attitudes of local 
students and those from mainland China towards teaching, highlighting signif-
icant differences in their perceptions and academic performance. The analysis, 
which spanned several years of evaluations and exams, revealed that Chinese 
students tended to perform better on final exams compared to local Hong Kong 
students. Additionally, Chinese students rated teaching more favorably, which 
elevated the average evaluations of instructors. In contrast, local students exhib-
ited a tendency to value teaching less, suggesting that the outcomes of teach-
ing evaluations varied considerably according to students’ cultural backgrounds. 
These findings are relevant to the context of Lima, where it would be neces-
sary to consider the diversity of backgrounds and their effects on evaluations to 
ensure a fair and balanced interpretation of results [ 25]. 

A study conducted at five Russian universities in 2023 analyzed the imple-
mentation and impact of Student Evaluations of Teaching (SET) and their impli-
cations for educational quality and administrative decision-making. Through 12 
focus groups involving 114 participants, the study revealed that the use of SET 
in Russia is less common compared to North America.



16 R. M. Arias Velásquez et al.

Table 7. Trends 

Ref. Methodology Indicators Contribution & Limitations 
2023 [48] Comparative analysis 

between two SET surveys, 
highlighting the need for 
structural reforms. 

30% increase in extreme 
responses. 

Boosted participation but 
decreased quality of responses and 
increased biased evaluations. 

2017 [15] Explored the meanings and 
effects of teaching evalua-
tions from students’ per-
spective. 

1.5% to 20% voluntary par-
ticipation. 

Low confidence in anonymity 
impacted participation. 

2024 [16] Examined biases in student 
evaluations based on gen-
der and race. 

Disproportionate negative 
comments for women and 
people of color. 

Bias in evaluations affected mental 
health and professional advance-
ment. 

2014 [17] Analyzed the impact of 
teaching quality and orga-
nization on SET. 

Positive satisfaction linked 
to teacher engagement; 
17.1% negative responses 
when learning resources 
were mentioned. 

Teaching organization and inter-
action are key to improving sat-
isfaction. 

2024 [19] Investigated how affective 
and academic factors influ-
ence evaluations. 

Mean score of 2.05 for factors 
influencing evaluations. 

Emotional biases significantly 
affect evaluations, limiting gener-
alizability to other institutions. 

2015 [20] Analyzed selection bias in 
teaching evaluations due to 
low student response rates. 

63% of bias from unobserv-
able factors. 

Inflated evaluations due to unrep-
resentative student responses. 

2024 [21] Explored cognitive biases 
in student evaluations 
related to teacher charisma 
and perceptions. 

High correlation between lik-
ability and evaluations. 

Proposed holistic methods to 
reduce bias and improve evalua-
tion accuracy. 

2023 [26] Proposed new metrics for 
interpreting Likert scale-
based SET data. 

Introduced interpolated 
median, favorable percent-
age, and dispersion index. 

These new metrics allow for more 
accurate representation of teach-
ing quality. 

2024 [22] Investigated the effect of 
low participation in SET 
surveys. 

14.63% average participation 
rate. 

Low correlation between SET 
evaluations and student grades 
suggests limited accuracy in 
reflecting course quality. 

2015 [23] Analyzed perceptions of 
SET via the Student Feed-
back Online system. 

67.6% of students and 69.8% 
of faculty believe SET is 
taken seriously. 

Students evaluate based on 
charisma rather than learning 
outcomes. 

2022 [24] Investigated the corre-
lation between teaching 
effectiveness and learning 
outcomes. 

39% correlation between 
course grades and SET 
evaluations. 

SET alone is insufficient to assess 
teaching quality accurately. 

2019 [25] Analyzed students’ percep-
tions of teaching effective-
ness. 

Teacher preparation valued 
at 39.76%, teaching style at 
31.02%, and responsibility at 
29.21%. 

Emphasized the need to reflect 
teacher preparation in SET sys-
tems. 

2024 [19] Evaluated the role of stu-
dent comments in SET sur-
veys. 

70% of surveys included 
written comments. 

Comments provide richer feedback 
compared to closed-ended ques-
tions. 

(continued)
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Table 7. (continued) 

Ref. Methodology Indicators Contribution & Limitations 
2021 [27] Explored the effect of pro-

fessor likability on evalua-
tions. 

Correlation of 0.58 at the 
start and 0.55 at the end of 
the course. 

Likability significantly biases eval-
uations, compromising accuracy. 

2021 [28] Analyzed the adoption of 
the Web-Enabled Student 
Evaluation of Teaching 
(WESET) system. 

45,934 comments from 1,102 
students over five years. 

Improved student participa-
tion and teaching quality via 
anonymity and usability. 

A significant proportion of universities employed Student Evaluation of 
Teaching (SET) methods, with 87% of institutions in certain regions utilizing 
them, and a notable 56% adoption rate reported in Europe. Concerns emerged 
among Russian students and faculty regarding the validity of these evaluations 
and their implications for administrative decisions. It was noted that, in numer-
ous instances, SETs were perceived as subjective, often reflecting biases linked 
to a professor’s popularity rather than their teaching effectiveness. For instance, 
students tended to assign higher ratings to professors who provided “special 
treatment,” thereby compromising the reliability of the evaluations. Further-
more, both students and faculty expressed apprehension that SET results could 
be wielded as punitive tools, such as non-renewal of contracts. Despite these crit-
icisms, the study acknowledged that SETs could serve as valuable instruments 
for enhancing teaching quality if applied judiciously, particularly as a feedback 
mechanism fostering dialogue between students and professors. In the context 
of Lima, it became evident that implementing SETs necessitated careful con-
sideration of these factors to prevent similar issues and ensure that evaluations 
accurately reflected teaching quality, devoid of biases and punitive implications. 

A 2024 study conducted in Australia explored academic reactions to non-
constructive anonymous feedback received via SETs. The research encompassed 
a survey of 741 academics from various universities, employing Likert-scale ques-
tions and qualitative analyses. Findings revealed that anonymous comments, 
especially those that were offensive or unconstructive, adversely affected the 
mental health and professional well-being of academics. Approximately 43% of 
respondents reported stress levels indicative of mild mental health disorders, with 
77% of participants being women, reflecting a high representation in health and 
care disciplines where the impact was particularly pronounced. Additionally, 
academics burdened with heavier teaching loads, particularly those employed 
temporarily or seasonally, reported feeling especially vulnerable, leading to a 
significant decline in their professional confidence. The study also highlighted 
that the absence of constructive feedback exacerbated feelings of vulnerabil-
ity, particularly among younger academics facing additional pressures for tenure 
or promotion. Although no significant gender differences were identified, early-
career academics experienced heightened stress levels and greater reductions in 
professional confidence. This study underscored the critical need for designing 
evaluation systems that promote constructive and useful feedback, ensuring that
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evaluations do not negatively impact the mental health and professional devel-
opment of faculty. 

In a 2021 study conducted in Oman, the potential of SETs for the profes-
sional development of English as a Foreign Language (EFL) instructors was 
examined. Among the 35 surveyed instructors, 69% indicated a willingness to 
modify their teaching in response to student feedback, underscoring the positive 
impact these evaluations could have on teaching enhancement. Nevertheless, the 
study pointed out that the utilization of SETs within the EFL context remained 
limited compared to other educational fields, indicating a necessity for a greater 
focus on qualitative feedback. 

Another 2021 study proposed the integration of SETs and peer reviews within 
a human resource management framework to evaluate teaching performance. The 
article emphasized that while 52% of respondents in a survey by the American 
Association of University Professors (AAUP) indicated that SETs are required 
for assessing teaching, their exclusive use could be restrictive. A combined app-
roach utilizing both quantitative and qualitative methods was recommended, 
incorporating Behaviorally Anchored Rating Scales (BARS) for more precise 
measurement of teaching effectiveness and minimizing biases inherent in tradi-
tional SETs. This integrated approach would allow for a more equitable and 
consistent assessment of teaching performance, addressing the reliability and 
validity issues observed in the sole use of SETs. 

A 2019 study conducted across six Chinese universities introduced an inno-
vative approach to evaluate teaching quality through the diversification of 
assessment methods, aligned with the national strategy of “innovation and 
entrepreneurship.” Employing the Fuzzy Analytic Hierarchy Process (FAHP), 
the research gathered data from surveys and self-assessments involving 1,400 
students and 220 faculty members. Results indicated that 85% of professors 
regarded self-assessment as vital for improving their teaching, while 72% of stu-
dents preferred diversified evaluation methods. These findings highlighted the 
importance of adopting more comprehensive and flexible approaches to teaching 
evaluation, which could be highly beneficial in the Lima context, where diversi-
fying assessment methods could enhance both student engagement and effective 
feedback [ 29]. 

A 2017 article provided recommendations for the proper interpretation of 
SET data in faculty evaluation processes. Through a thorough literature review 
and analysis of previous studies, the article emphasized the need for careful inter-
pretation of SETs, cautioning against their exclusive use as a sole evaluation cri-
terion. Since student evaluations tend to be subjective and influenced by various 
external factors, it was recommended to combine SETs with other metrics, such 
as peer reviews, for a more balanced assessment of teaching performance. The 
study also underscored the importance of interpreting average ratings alongside 
the complete distribution of responses, avoiding a narrow focus on the extremes 
of the scale [ 30]. 

In 2023, a study examining accounting and finance courses at a Spanish 
university investigated how non-instructional biases influenced SET results.
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Through a quantitative analysis of 15,439 SET surveys across 639 classes, notable 
discrepancies in evaluations emerged based on educational level and area of 
study. Full-time faculty tended to receive higher evaluations than adjunct or 
part-time instructors, suggesting a bias related to the type of faculty contract. 
Additionally, graduate-level accounting courses achieved an average SET score of 
8.6/10, compared to 8.1/10 in undergraduate courses, indicating that students at 
advanced levels held more positive perceptions of their instructors. Furthermore, 
students who did not succeed in the courses (i.e., those who failed) assigned lower 
evaluations, with a failure rate of 5.7% in undergraduate courses and only 0.9% 
in master’s programs [ 31]. 

The study employed regression models and residual analysis to pro-
pose adjustments that could mitigate these biases but concluded that non-
instructional biases varied significantly across areas and educational levels, com-
plicating the establishment of a uniform correction system. Despite the pro-
posed adjustments, the study highlighted that eliminating these biases did not 
ensure total reliability of SETs, as factors such as perceived course rigor or 
personal relationships between students and instructors continued to influence 
outcomes. This suggests that while SETs can be useful, they should not serve 
as the sole tool for evaluating teaching quality, particularly in contexts where 
these biases could distort evaluations. In Lima, it would be crucial to consider 
these findings when designing and interpreting SETs to prevent non-instructional 
biases from impacting decisions regarding teaching quality. 

A 2023 study at Yamaguchi University in Japan explored how to enhance 
student academic performance through the analysis of open-ended responses in 
SETs. Utilizing text mining techniques and polarity analysis, the research exam-
ined 21,896 valid responses, of which 2,517 contained open descriptions. Results 
demonstrated that 83.51% of the emotions expressed by students were accurately 
identified, while specific requests for improvements achieved a 73.78% accuracy 
rate. From this analysis, 326 areas for improvement were identified, revealing 
that 16% of requests related to specific enhancements in classes, such as the use 
of additional materials or clarity in explanations. This approach enables educa-
tors to obtain more precise and detailed feedback, which could be particularly 
advantageous in the Lima context, where implementing a similar system could 
provide critical insights for enhancing teaching quality and learning [ 32,33]. 

In a 2014 study conducted at the Constanta Maritime University, student sat-
isfaction with the educational process was analyzed by evaluating faculty across 
11 dimensions, including course content, accessibility, and clarity of explanations. 
Results indicated that external instructors received a higher score in the dimen-
sion of “encouraging student expression of opinions” (5.80) compared to internal 
instructors (5.05), while in the dimension of “clarity of explanations,” internal 
instructors scored higher on average (6.36 versus 5.80 for external instructors). 
The study suggested that students value clarity and organization in explanations 
but also emphasized the importance of active participation in discussions. These 
findings underscore the need to balance both dimensions to enhance teaching 
quality, which could be particularly relevant for Lima as it considers implement-
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ing evaluation systems that encompass multiple dimensions of the educational 
process [ 34,35]. 

In 2024, a study in Romanian universities analyzed the equivalence of results 
obtained through the Student Educational Quality Evaluation Surveys (SEEQ) 
administered both online and on paper. Utilizing measurement invariance anal-
ysis, the study evaluated 809 students who rated the same instructors over two 
consecutive years using both methods. The results indicated that the SEEQ 
administered online and on paper were equivalent in terms of reliability and 
validity, with a Cronbach’s alpha ranging from 0.77 to 0.91, suggesting that 
results obtained through both formats are comparable. These findings are rele-
vant for the Lima context, indicating that universities could utilize both paper-
based and online surveys to assess teaching quality without compromising the 
validity of results, which may aid in increasing student participation in evalua-
tions [ 36,37]. 

Finally, a 2011 study at the University of Zagreb investigated how students 
perceived the quality of teaching over three years (2007, 2009, and 2011) to 
identify trends and areas for improvement [ 35]. 

A study conducted at Universiti Teknologi Malaysia in 2012 analyzed stu-
dents’ perceptions of the best and worst-rated instructors through the faculty 
performance evaluation system (ePPP). The analysis, which included surveys 
from 1,300 students, revealed that the highest-rated instructors achieved an aver-
age score of 4.87 out of 5, while the lowest-rated ones received an average score of 
3.8 out of 5. Students’ feedback primarily focused on teaching techniques (30.7%) 
and student-instructor relationships (36.3%), highlighting that the most valued 
instructors maintained strong relationships with their students and employed 
effective teaching methods. These findings suggested that, within the context of 
Lima, prioritizing both the quality of content delivery and the student-instructor 
relationship was essential for improving teaching evaluations [ 36]. 

An exploratory study conducted at an Italian university examined factors 
influencing student satisfaction concerning courses and teaching. Using multi-
ple correspondence analysis (MCA) and hierarchical cluster analysis, patterns 
emerged in student responses, grouped by characteristics such as gender and aca-
demic year. The results indicated that course organization and teaching quality 
were the primary factors affecting student satisfaction, explaining 78.3% of the 
total variability. In this context, over 80% of students expressed satisfaction 
with the instruction received, underscoring the significance of course structure 
and the accessibility of support materials in enhancing the overall perception of 
educational quality. However, students tended to evaluate courses more based 
on their experiences during the course rather than their personal interest in the 
subject. These findings emphasized the necessity for teaching evaluation sys-
tems in Lima to account for course organization and the quality of educational 
resources, ensuring that evaluations accurately reflect both student experience 
and teaching quality [ 37]. 

A study conducted at a public university in Malaysia in 2015 investigated stu-
dent perceptions of the Student Feedback Online (SuFO) evaluation system, used
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for assessing teaching and learning in higher education. The research involved 
158 students from a diploma program and revealed significant differences in 
perceptions of SuFO based on gender and academic semester. Male students 
demonstrated a notably higher perception of the system compared to female 
students, with average scores of 3.61 versus 3.24, suggesting that male students 
placed greater value on using SuFO for evaluating teaching. Additionally, first-
semester students exhibited a more favorable perception of the system (mean 
score of 3.57) compared to those in advanced semesters, who showed a decreas-
ing interest in evaluations. 

Analysis by ethnicity and number of siblings revealed no significant differ-
ences, indicating that these factors did not influence SuFO evaluations. However, 
results highlighted that first-semester students tended to value evaluations more, 
possibly due to the novelty of the system or their higher expectations regard-
ing its impact on improving teaching. These findings are relevant to the Lima 
context, suggesting that implementing a similar online evaluation system would 
benefit from continuous promotion to sustain student interest and participation 
in advanced semesters. Moreover, the analysis indicated the need to consider 
perceptions across different groups to ensure that evaluations reflect an inclu-
sive and balanced view of the educational process [ 38]. 

A study at the University of Ploiesti in Romania investigated faculty per-
ceptions of student evaluations and their impact on improving teaching quality. 
Sixty-four percent of technical faculty rated student evaluations positively, while 
68% of respondents believed this tool contributed to enhancing educational qual-
ity. However, only 20% to 25% of instructors perceived that evaluations could 
stimulate self-critique among educators. These results suggested that, although 
faculty recognized the value of evaluations in improving instruction, many did 
not consider them a crucial factor for fostering self-assessment and ongoing pro-
fessional development [ 39]. 

The Experiences of Teaching and Learning Questionnaire (ETLQ) has been 
utilized in countries such as the United Kingdom, China, Finland, and Denmark 
to evaluate teaching quality in higher education. An analysis of ETLQ usage 
in 2012 revealed moderate correlations between the learning environment sub-
scales (TLE) and deep learning, with values ranging from 0.08 to 0.52, while 
correlations with superficial learning were negative, varying from -0.56 to -0.07. 
This study indicated that student comments, beyond closed-ended questionnaire 
items, provided valuable insights into specific course aspects, such as the inte-
gration of theory and practice, content relevance, and course organization. Addi-
tionally, low-rated evaluations were often accompanied by negative comments, 
suggesting consistency between evaluation scores and written student observa-
tions. However, the study emphasized the lack of evidence regarding how these 
comments impact educational decisions or improve teaching processes, under-
scoring the need for further research in this area [ 14]. 

A critical systematic review conducted in 2023 analyzed the validity of the 
ETLQ in assessing learning quality in higher education. The review encom-
passed 17 studies and revealed that 82.3% provided evidence regarding the
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internal structure of the questionnaire, indicating some consistency in mea-
surements. However, 53% of studies reported response rates below 40%, raising 
concerns about data representativeness. Moreover, the review highlighted that 
evidence of validity in key categories, such as response processes and the conse-
quences of using ETLQ scores, was weak or incomplete. These findings suggested 
that while the ETLQ is useful for assessing certain learning aspects, it should 
not be utilized as the sole evaluation tool without acknowledging its limita-
tions, which would be crucial to prevent inaccurate decisions regarding teaching 
improvement in Lima [ 40]. 

A study conducted in 2012 at the University of Antwerp investigated non-
response in student evaluation surveys (SET), emphasizing characteristics of 
students who did not participate in this process. With a response rate of 26.8%, 
the study revealed that students who passed their courses were 30% more likely 
to participate in evaluations than those who did not pass. Additionally, master’s 
program students were three times more likely to complete surveys than under-
graduates. These findings underscored the influence of academic achievement 
on participation in SET, suggesting that evaluations may be biased towards 
students with better results. In the Lima context, these results indicated the 
necessity to consider participation levels and their potential biases to obtain 
a more representative assessment of teaching quality [ 41] 

A large-scale field experiment at Erasmus University in the Netherlands 
investigated whether “nudges” or simple incentives through messaging could 
increase participation in online student evaluation surveys (SET). Despite 
employing various approaches-communicating the impact of evaluations, high-
lighting participation among peers, and encouraging students to engage-none 
proved effective. Participation rates remained similar across all groups, with 
only slight variations. For instance, the control group had a participation rate of 
23.69%, while “nudge” groups achieved rates of 21.58% in the impact group and 
22.88% in the commitment group. The commitment treatment even exhibited 
a low participation rate of 12.21%, suggesting that these methods are insuffi-
cient to influence student behavior [ 42,43]. 

This study is pertinent to the Lima context, as it demonstrates that, while 
incentives and engagement strategies might appear attractive solutions for 
increasing participation in teaching evaluation surveys, their effectiveness is lim-
ited. Therefore, a more comprehensive approach tailored to local needs would be 
necessary to foster greater student engagement in teaching evaluations [ 44,45]. 

A study conducted in 2016 examined the impact of anonymous online 
evaluations, such as those on RateMyProfessors.com (RMP), compared to 
university-administered evaluations (UASET), on faculty self-efficacy and emo-
tions. Through an experimental design, the effects of positive and negative 
evaluations on 128 instructors were assessed, cross-referencing these evalua-
tions with faculty tenure status. The results revealed that positive evaluations, 
regardless of their source, significantly increased faculty self-efficacy and positive 
affect towards teaching. Specifically, instructors receiving positive evaluations 
expressed a greater willingness to repeat courses (7.21 out of 9) and improved
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relationships with students (6.56 out of 9). This finding suggested that, within a 
system like that of Lima, both anonymous and official evaluations could similarly 
motivate instructors to enhance their performance [ 46]. 

Conversely, negative evaluations had a considerably adverse effect on faculty 
self-efficacy. Those who received negative evaluations reported a decreased will-
ingness to teach in the future (4.09 out of 9) and a reduced self-efficacy in forming 
positive relationships with their students (3.54). This outcome raised concerns, 
indicating that negative evaluations not only affect educators’ emotional states 
but may also negatively influence their motivation to continue improving their 
teaching [ 47]. 

Furthermore, the study highlighted that RMP evaluations may not always be 
valid due to their anonymous nature and potential biases in student comments. 
Nonetheless, instructors continued to pay attention to these evaluations due to 
their impact on self-image and student relationships. This phenomenon could 
be particularly relevant in Lima, where implementing a SET evaluation system 
should consider how anonymous evaluations affect educators in the long term. 

4 Discussion 

The results of this study underscored that while Student Evaluation of Teach-
ing (SET) can serve as a valuable tool for enhancing educational practices, 
they also risk perpetuating inequality within academia if the inherent biases 
in evaluations are not adequately addressed. Faculty members from minority 
backgrounds, who received lower evaluations due to factors unrelated to their 
teaching performance, experienced impediments in their academic advancement. 
This limitation on diversity within the faculty ultimately affected the quality of 
education, particularly in a multicultural field such as nursing. 

The research highlighted the necessity of reevaluating the reliance on SET as 
the sole mechanism of assessment and advocated for the inclusion of additional 
methods, such as peer evaluations, to ensure that faculty members were evalu-
ated in a fair and accurate manner. A systematic review conducted in 2024 eval-
uated the validity of student evaluations of teaching in higher education, empha-
sizing the sources of error that impact the reliability of these surveys. This review 
analyzed 15 studies, guided by the PRISMA (2020) framework, and identified 
five primary sources of error: the student, the assessment items, the timing of 
the evaluation, the instructor, and the specific course or class evaluated. Gener-
alizability Theory (GT) emerged as the predominant methodological framework, 
utilized in 60% of the reviewed studies, enabling a detailed analysis of variability 
in evaluations. 

Nevertheless, the review concluded that the validity of student evaluations 
was low, as responses tended to be influenced by factors unrelated to teach-
ing quality, such as instructor characteristics or course difficulty. These findings 
suggested that in Lima, it would be essential to consider these limitations to 
ensure that evaluations accurately reflected teaching quality and were not dis-
torted by student biases or external factors.
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In a study conducted at a private university in Lima, the perceptions of 
both students and faculty regarding the teaching evaluation system were ana-
lyzed. This analysis revealed several significant aspects that underscored the 
limitations and challenges of the current evaluation process. First, it was noted 
that the evaluation was predominantly subjective, with students rating instruc-
tors based on personal likability, thus skewing the results. Participants agreed 
that a comprehensive evaluation should integrate both qualitative and quan-
titative elements while considering the sociocultural and political context in 
which teaching occurs, a dimension that the current system failed to incorpo-
rate, besides, the knowledge management approach based Human, structural, 
relational capitals, and skills with technology management and innovation based 
a correlation of 80.74% [ 50]. 

Furthermore, a notable absence of continuous feedback for faculty was high-
lighted, particularly concerning the use of information and communication tech-
nologies (ICT), with older professors facing greater challenges in this area. 
Another critical issue identified was the lack of formal recognition for exem-
plary teachers. Many high-performing educators did not receive any acknowl-
edgment for their contributions, which demotivated those striving to enhance 
educational quality. Instances of nepotism and favoritism in faculty appoint-
ments were also reported, adversely affecting the overall quality of the teaching 
staff. Despite some instructors receiving recurring negative evaluations, they 
continued to teach due to these practices. 

In this context, it became imperative to redesign the evaluation system to 
ensure it not only accounted for student perceptions but also integrated diverse 
perspectives and tools to facilitate a more equitable and effective assessment of 
teaching performance. 

5 Conclusion 

This study provided a comprehensive evaluation of public Student Evaluation 
of Teaching (SET) systems compared to internal evaluation mechanisms, with a 
focus on student satisfaction, trust in evaluations, and the quality of feedback for 
faculty members at universities in Lima, Peru. The findings revealed that pub-
lic SET systems, while offering increased transparency and potential for broader 
student participation, also introduced significant challenges, particularly related 
to biases and the quality of feedback. 

The systematic review and comparative analysis identified key limitations, 
such as selection biases, emotional factors, and external influences, that affected 
the reliability of SET results. International studies, including those from Brazil, 
the United Kingdom, and Australia, demonstrated that these biases could lead to 
skewed evaluations and unintended consequences, such as decreased confidence 
in the anonymity of the process or inflated evaluations due to unrepresenta-
tive response rates. Moreover, the research highlighted that structural reforms, 
such as incentivizing student participation, while improving engagement, could 
compromise the quality of the feedback obtained.
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The implications of these findings suggest that the implementation of public 
SET systems in Lima would require careful consideration of these limitations. 
It is critical to mitigate biases related to personal identity, course difficulty, and 
non-teaching factors to ensure that evaluations accurately reflect teaching perfor-
mance. The study advocated for complementing SET systems with alternative 
evaluation methods, such as peer reviews, to provide a more holistic and fair 
assessment of faculty performance. 
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Abstract. The paper considers a system of three linear inhomogeneous algebraic 
equations describing the change in the free angular velocity of a rigid body in 
space. The system of equations has a known analytical solution. The concept of 
monotonic stability of the solution of a system of algebraic equations is consid-
ered. The aim of the work is to obtain and analyse the conditions for monotonic 
stability of the angular velocity of a rigid body over a finite time interval of motion. 
In this case, the condition of monotonic decrease of angular velocity is obtained, a 
qualitative analysis of the convexity of the curve describing the change in angular 
velocity of a rigid body is carried out, and the condition of non-negativity of the 
second derivative, the condition of decrease of the second derivative, the condi-
tion of convergence of the angular velocity to a zero value and the condition of 
stabilization of the solution at the end point are formulated. The work provides 
an example confirming the reliability of the analytical conditions of monotonic 
stability obtained in it. #CSOC1120. 

Keywords: Linear algebraic equations · Monotonic Solution · Stability 
Conditions · Rigid body 

1 Introduction 

In the modern theory of dynamical systems, one of the most important issues is the 
analysis of the stability of the entire set of solutions of the system under consideration. 
In particular, the paper [1] develops a qualitative method for the analysis of nonlin-
ear monotonic simultaneous stability of solutions of a dynamical system of equations 
describing the motion of a rigid body with two orientation angles. In addition, it is also 
known that an asymptotic method was obtained in the work [2] for studying the non-
linear monotonic stability of the amplitude of plane oscillations in a dynamic system 
of equations with one fast phase. The weak-strong stability of solutions of dynamical 
systems is considered in particular in the following papers [3, 4]. In the works listed 
above, the stability of solutions is studied in continuous dynamical systems. Stability in 
discrete dynamical systems is also considered in a significant number of publications 
[5–7]. Moreover, in a number of publications stability studies are carried out both in
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continuous and discrete cases simultaneously. Here it should be noted, for example, 
the following work [8]. Separately, in modern publications, the stability of dynamical 
systems with switching is considered [9, 10]. 

The aim of the work is to obtain and analyse the conditions of monotonic stability of 
the angular velocity of a rigid body over a finite time interval of motion. In this case, it 
is supposed to obtain a condition for a monotonic decrease in angular velocity, conduct 
a qualitative analysis of the convexity of the curve describing the change in the angular 
velocity of a rigid body, and also formulate a condition for the convergence of the angular 
velocity to a zero value. 

Let us consider a system of three linear algebraic equations of the first order in matrix 
form: 

A · X = B. (1) 

Here A is the matrix of the system, aij, i = 1, 2, 3, j = 1, 2, 3 are the elements of the 

matrix A, which are known real numbers, X = x(t) y(t) z(t) T is the column matrix 

of unknowns, B = b1f (t) b2f (t) b3f (t) 
T 
is the column matrix of the right-hand 

sides, f (t) is a known non-negative function, continuously differentiable on the interval 
t ∈ [t0, t1] (at f (t1) = 0), t is the independent variable (time), bl, l = 1, 2, 3 are the 
known real numbers. 

Let the determinant of the system matrix A be nonzero: 0. In this case, the 
system of Eq. (1) has a unique solution. We will find this solution using Cramer’s rule: 

x(t) = x 
f (t), (2) 

y(t) = y 
f (t), (3) 

z(t) = z 
f (t), (4) 

where x = 
b1 a12 a13 
b2 a22 a23 
b3 a32 a33 

, y = 
a11 b1 a13 
a21 b2 a23 
a31 b3 a33 

, z = 
a11 a12 b1 
a21 a22 b2 
a31 a32 b3 

. 

Note: Let the origin O(0, 0, 0) satisfy solution (2)-(4) of the system of Eqs. (1) 

(1) when the equality f (t1) = 0 is satisfied. 

Let us introduce into consideration the non-negative modulus of the radius vector of 
the point P(x,y,z) of the solution (2)–(4). It is equal to. 

R(t) = x(t)2 + y(t)2 + z(t)2. (5) 

In this case, the first and second derivatives of the function R(t) on the segment 
t ∈ [t0, t1] are defined as follows: 

Ṙ(t) = 
x(t)ẋ(t) + y(t)ẏ(t) + z(t)ż(t) 

x(t)2 + y(t)2 + z(t)2 
, (6)
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R̈(t) = 
ẍ(t)ẋ(t) + ÿ(t)ẏ(t) + z̈(t)ż(t) 

ẋ(t)2 + ẏ(t)2 + ż(t)2 
. (7) 

2 Method of Analysis of Stability of the Monotone Solution 
of a System of Equations 

Let us formulate the definition of monotone stability of solution (2)–(4), which, when 
changing on the segment t ∈ [t0, t1], goes over to the point O(0, 0, 0) when t → t1. Let  
us assume that solution (2)–(4) of the system of Eq. (1) satisfies the following conditions 
on the segment t ∈ [t0, t1]: 
(i) the known solutions x(t), y(t), z(t) are definite and twice continuously differentiable 

functions; 
(ii) the second derivatives ẍ(t), ̈y(t), ̈z(t) retain their strict signs on their segments, 

except for linear segments on which the equalities ẍ(t) = ÿ(t) = z̈(t) = 0 are 
satisfied; 

(iii) the equalities x(t1) = y(t1) = z(t1) = 0, x (t2) = y (t2) = 0, x (t2) = y (t2) = 0 
are satisfied when t → t1 (the equalities lim 

t→t2 
R(t) = 0, lim 

t→t2 
R (t) = 0, lim 

t→t2 
R (t) = 

0 are satisfied when t → t1); 
(iv) the monotone functions R(t), Ṙ(t), R̈(t) is bounded (inf R(t) = 0, sup R (t) = 0, inf 

R (t) = 0). 

Remark. From condition (iv), according to the criterion for the existence of the limit of 
a monotone variable, it follows that the equality lim 

t→+∞ 
R(t) = 0 is satisfied. 

Definition. If the functions of the solution (2)-(4) of the system of Eqs. (1) satisfy con-
ditions (i)-(iv) and the function R(t) = x(t)2 + y(t)2 + z(t)2 strictly monotonically 
decreases on the interval t ∈ [t0, t1), reaching a zero value R = 0 at t → t1 (at the point 
x(t1) = y(t1) = z(t1) = 0), then this solution is called monotonically stable on this 
interval. 

Let us formulate a sufficient condition for the monotone stability of the solution 
(2)–(4) of the system of Eqs. (1). 

Theorem 1. If the constant-sign functions x(t), y(t), z(t) within a specific coordinate 
quarter of the solution of the system of Eqs. (1) satisfy conditions (i)–(iv) and the 
continuous first derivative of the radius vector modulus (6) is negative on the interval 
t ∈ [t0, t1) (and the equalities Ṙ(t1) = 0, R̈(t1) = 0 holds at the point t = t1), then this 
solution is monotonically stable on this interval. 

Proof. Let a non-negative function R(t) have a continuous first derivative (6) on the 
segment t ∈ [t0, t1]. Let this first derivative of this function be negative on the interval 
t ∈ [t0, t1), i.e. the condition Ṙ(t) <  0 holds. Moreover, the equalities Ṙ(t1) = 0, 
R̈(t1) = 0 holds at the point t = t1. We apply the fundamental sufficient condition for 
the decrease of a real function of one variable. In this case, the constant-sign functions 
x(t), y(t), z(t) within a specific coordinate quarter of the solution of the system (1)
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satisfy conditions (i)–(iv) and the function R(t) monotonically decreases on the interval 
t ∈ [t0, t1). Consequently, according to Definition 1, the solution x(t), y(t), z(t) of the 
system of Eqs. (1) is monotonically stable on the interval t ∈ [t0, t1). The theorem is 
proved. 

Comment. The conditions of monotone stability of the solution x(t), y(t), z(t) on the 
interval t ∈ [t0, t1) can be extended to the case of changes in these functions in each of the 
eight coordinate quadrants. For example, when the solution point x(t), y(t), z(t) moves 
in the first quadrant, monotone stability of the solution x(t) >  0, y(t) >  0, z(t) >  0 is 
observed when the conditions ẋ(t) <  0, ̇y(t) <  0, ̇z(t) <  0 are simultaneously satisfied. 
Indeed, in this case the first derivative (6) is negative on the entire interval t ∈ [t0, t1) 
(except for the extreme value Ṙ(t1) = 0). In this case, the remaining conditions of 
monotone stability of the solution are also satisfied. 

Note. If in a monotonically stable solution x(t), y(t), z(t) we replace the condition t → t1 
with the condition t → t0 (the direction of time flow is changed), then over the entire 
interval t ∈ [t0, t1) we obtain a monotonically unstable solution x(t), y(t), z(t), i.e. a 
solution that will monotonically move away from the point O(0, 0, 0). 

Function (5), taking into account the solution (2)–(4), takes the following form: 

R(t) = x 
2 

+ y 
2 

+ z 
2 

f (t), (8) 

In further analysis of monotonic stability, expressions for the first and second deriva-
tives of the function R(t) = x(t)2 + y(t)2 + z(t)2 will be used. According to expres-
sions (6) and (7), these derivatives take the following form (taking into account functions 
(2)–(4)): 

Ṙ(t) = x 
2 

+ y 
2 

+ z 
2 

ḟ (t), (9) 

R̈(t) = x 
2 

+ y 
2 

+ z 
2 

f̈ (t), (10) 

where ḟ (t) = df dt , f̈ (t) = d
2f 
dt2 

. 
Note. The sign of the first and second derivatives (8) and (9) is determined by the 

sign of the first and second derivatives ḟ (t) and f̈ (t), respectively. 
It should be noted that the following theorem is valid in the problem under 

consideration [11]. 

Theorem 2. If the function R(t) satisfies the conditions of the Definition and the number 
of inflection points of this solution takes all values 0, 1, 2,…,m, then the number of all 
qualitatively different cases of monotone stability of the function is equal to the number 
of combinations C2m+3 

1 . 
The proof of this theorem is similar to the proof of the original theorem and is given 

in the article [11].
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Let there be C2m+3 
1 qualitatively different cases of change in the radius vector mod-

ulus (8) (i.e. they differ in the nature of the convexity of the function R(t)), satisfying the 
conditions of monotone stability contained in the Definition, Theorem 1 and Theorem 2. 

It is necessary to find the boundaries of the region of monotone stability of the radius 
vector modulus (8) on the coordinate plane (t,R(t)). For this, the following theorem is 
used, which almost completely coincides with the theorem described in the article [11]. 

Theorem 3. If all qualitatively different cases of change in the radius vector modulus (8) 
satisfy the conditions of the Definition, then the boundaries of the region of monotone 
stability of solutions of the function R(t) form a rectangle contained in the first coordinate 
quarter of the coordinate system (t,R(t)) and having two sides located on the given 
coordinate axes. 

Proof. The first derivative of any of the qualitatively different cases of change in the 
radius vector modulus (8) (with monotone stability of solutions (2)–(4)), satisfying the 
conditions of the Definition and Theorem 1, is negative on the entire interval t ∈ [t0, t1) 
(where t0 = 0): Ṙ(t) <  0. Suppose that there are the following initial and final conditions: 
t0 = 0, R(t0) >  0 and t = t1, R(t1) = 0. Let us make the transition from Cartesian 
coordinates (t,R) to polar coordinates (ρ,  ϕ). Here ρ = 

√
t2 + R2, tgϕ = R/t. As a  

result, at the initial point t0 = 0 we obtain ρ0 = R(t0). In the limit (at t → 0+ 0) we find 
max ϕ = ϕ0 = arctg(+∞) = π/2. At the final point we obtain: R(t1) = 0, ρ1 = t1, 
min ϕ = ϕ1 = arctg(0) = 0. 

Consequently, the angle φ, when decreasing from π/2 to zero, successively takes all 
its values in the first quadrant. In this case, the region of monotone stability of the radius 
vector modulus (8) is limited by the following values: the initial value t0 = 0, the final 
value t = t1, the initial value R(t0) >  0 and the final value R(t1) = 0. Note that the 
final value t = t1 and the initial value R(t0) >  0 are upper bounds on the values of the 
coordinates (t,R). In addition, the initial value t0 = 0 and the final value R(t1) = 0 are 
lower bounds on the values of the coordinates (t,R). Consequently, the boundaries of the 
region of monotone stability of all qualitatively different cases of change in the radius 
vector modulus (8) form a rectangle on the plane (t,R), with vertices at the following 
points(0,0), (t1,0), (0,R(t0)), (t1,R(t1)). The theorem is proved. 

The method of analyzing the monotone stability of the solution (2)–(4) of the  system  
of Eqs. (1) on the interval t ∈ [t0, t1) consists of analyzing three conditions: the monotone 
stability condition, the nonlinearity condition, and the convergence condition. 

Let us consider the fulfillment of these conditions. 
The monotone condition of the solution (2)–(4) of the system of Eqs. (1) implies the 

negativity of the first derivative of the radius vector module R(t) of the point P(x,y,z) 
with respect to time t at all points of the interval t ∈ [t0, t1). It has the following form: 

Ṙ(t) = x 
2 

+ y 
2 

+ z 
2 

ḟ (t) <  0, (11) 

Note. The monotone condition (11) of solution (2)–(4) is satisfied when the condition 
ḟ (t) <  0 is satisfied. In this case, the magnitude of the radius vector module of point 
P(x,y,z) of solution (2)–(4) decreases monotonically at all points of the interval t ∈ 
[t0, t1).
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The nonlinearity condition of solution (2)–(4) of system of Eqs. (1) assumes that the 
second derivative of the radius vector module R(t) of point P(x,y,z) with respect to time 
t is nonzero at all points of the interval t ∈ [t0, t1) that are not inflection points. 

The function points R(t) suspected of being inflection points are determined when 
the equality. 

R̈(t) = x 
2 

+ y 
2 

+ z 
2 

f̈ (t) = 0. (12) 

Note. Equality (12) is achieved on the interval t ∈ [t0, t1) when the equality f̈ (t) = 0 
is satisfied. 

After finding the points at which equality (12) is satisfied, the first sufficient condition 
for inflection points is applied. As a result, all inflection points of the function R(t) on 
the interval t ∈ [t0, t1) are found. 

It should be noted that the non-zero second derivative of the radius vector module 
R(t) of the point P(x,y,z) with respect to time t at all points of the interval t ∈ [t0, t1) that 
are not inflection points confirms the non-linearity of the curve R(t). If there are intervals 
of variation of the function R(t) on the interval t ∈ [t0, t1) at all points of which equality 
(12) is satisfied, then on these intervals solution (2)–(4) describes a linear pattern. 

The condition of non-negativity of the second derivative assumes that if the dif-
ferentiable function Ṙ(t) increases on a given interval t ∈ (t0, t1), then the condition 

R̈(t) = ωx 
J 

2 + ωy 

J 

2 + ωz 
J 

2 
f̈ (t) ≥ 0 is satisfied on this interval. 

The condition of decreasing second derivative characterizes the strict decreasing of 
the differentiable function R̈(t) on the interval t ∈ (t0, t1). This condition is satisfied 
when the following inequality 

... 
R(t) <  0 is satisfied for the function R̈(t) on the given 

interval. 
The condition of convergence of solution (2)-(4) of the system of Eqs. (1) assumes that  

the value R(t) = x 
2 + y 

2 + z 
2 
f (t) reaches zero at t → t1. Calculating the 

limit of function (8) at  t → t1, we obtain that the condition of convergence lim 
t→t1 

R(t) → 0 
of solution (2)–(4) is satisfied at lim 

t→t1 
f (t) → 0. 

The condition for stabilization of the solution at the end point t = t1 assumes that 
at the end point, when the limit equalities lim 

t→t1 
ḟ (t) = 0, lim 

t→t1 
f̈ (t) = 0 are satisfied, we 

obtain the following equalities: lim 
t→t1 

Ṙ(t) = 0, lim 
t→t1 

R̈(t) = 0. 

3 Analysis of Monotonic Stability of Angular Velocity of a Rigid 
Body 

Let us consider a solid body having the shape of an asymmetric body. Let the central 
axes of the solid body be the axes X, Y, Z. It is known [12] that the coordinates of the 
kinetic moment vector of the solid body under consideration are expressed through the
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coordinates of the angular velocity vector of the given body by means of a system of 
three linear algebraic equations. Let us write this system of equations in matrix form: 

J · = K . (13) 

Here J is the tensor of inertia of a rigid body, containing known constant moments of 

inertia, = J = 

⎛ 

⎝ 
Jx Jxy Jxz 
Jyx Jy Jyz 
Jzx Jzy Jz 

⎞ 

⎠, Jx, Jy, Jz are the axial moments of inertia of a rigid 

body, Jij, i = x, y, z, j = x, y, z are the centrifugal moments of inertia of a rigid body, 

= ωx(t) ωy(t) ωz(t) 
T 
is the column matrix of the coordinates of the angular velocity 

vector, K = kx ky kz 
T 
is the column matrix of the right-hand sides. 

Let us assume that the values of the coordinates of the angular momentum vector 
are given as follows 

kx = cxF(t), (14) 

ky = cyF(t), (15) 

kz = czF(t), (16) 

where F(t) is a known non-negative function continuously differentiable on the interval 
t ∈ [t0, t1] (F(t1) = 0), t is the time of motion of the rigid body, cx, cy, cz are known 
coefficients that are real numbers. 

Let us assume that the determinant of the matrix of system (13) is non-zero: J = 0. 
In this case, the system of Eq. (13) has a unique solution. Applying Cramer’s rule, we 
find this solution: 

ωx(t) = ωx 

J 
F(t), (17) 

ωy(t) = ωy 

J 
F(t), (18) 

ωz(t) = ωz 

J 
F(t), (19) 

where ωx = 
cx Jxy Jxz 
cy Jy Jyz 
cz Jzy Jz 

, ωy = 
Jx cx Jxz 
Jyx cy Jyz 
Jzx cz Jz 

, ωz = 
Jx Jxy cx 
Jyx Jy cy 
Jzx Jzy cz 

, J = 

Jx Jxy Jxz 
Jyx Jy Jyz 
Jzx Jzy Jz 

. 

Function (8), taking into account the solution (17)–(19), takes the following form: 

R(t) = ωx 

J 

2 

+ ωy 

J 

2 

+ ωz 

J 

2 

F(t). (20)
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Let us perform an analysis of the monotonic stability of the solution (17)–(19). 
The condition of monotonic stability of the solution (17)–(19) of the system of Eq. (1) 

at all points of the interval t ∈ [t0, t1) has the following form: 

Ṙ(t) = ωx 

J 

2 

+ ωy 

J 

2 

+ ωz 

J 

2 

Ḟ(t) <  0. (21) 

This condition is satisfied when Ḟ(t) <  0, and the magnitude of the radius vector 
modulus R(t) of the point P(x,y,z) of solution (17)–(19) decreases monotonically at all 
points of the interval t ∈ [t0, t1). 

The condition of nonlinearity of solution (17)–(19) of the system of Eqs. (13) assumes 
that the second derivative of the radius vector modulus R(t) of the point P(x,y,z) with 
respect to time t is nonzero at all points of the interval t ∈ [t0, t1) that are not inflection 
points, i.e. the inequality is satisfied. 

R̈(t) = ωx 

J 

2 

+ ωy 

J 

2 

+ ωz 

J 

2 

F̈(t) 0. (22) 

If there are points of the function R(t) that are suspected of being inflection points, 
then the equality is satisfied at these points. 

R̈(t) = ωx 

J 

2 

+ ωy 

J 

2 

+ ωz 

J 

2 

F̈(t) = 0. (23) 

It should be noted that equality (22) is achieved on the interval t ∈ [t0, t1) when 
equality F̈(t) = 0 is satisfied. After finding the points at which equality (23) is satisfied, 
the first sufficient condition for the existence of inflection points is applied. As a result, 
all inflection points of the function R(t) on the interval t ∈ [t0, t1) are found. 

The condition of non-negativity of the second derivative assumes that if the dif-
ferentiable function Ṙ(t) increases on a given interval t ∈ (t0, t1), then the condition 

R̈(t) = ωx 
J 

2 + ωy 

J 

2 + ωz 
J 

2 
F̈(t) ≥ 0 is satisfied ∀t ∈ (t0, t1). 

The condition of decreasing second derivative characterizes the strict decreasing 
of the function R̈(t) on the interval t ∈ (t0, t1). This condition is satisfied when the 
inequality 

... 
R(t) <  0 is satisfied for the differentiable function R̈(t) on the given interval. 

The condition of convergence of solution (17)–(19) of the system of Eqs. (13) implies 

that the function R(t) = ωx 
J 

2 + ωy 

J 

2 + ωz 
J 

2 
F(t) has a zero limit at t → t1. 

Calculating the limit of function (20) at  t → t1, we obtain that the equality lim 
t→t1 

R(t) = 0 
is satisfied at lim 

t→t1 
F(t) = 0. 

The condition for stabilization of the solution at the end point assumes that at the end 
point t = t1, when t → t1 the limit equalities lim 

t→t1 
Ḟ(t) = 0, lim 

t→t1 
F̈(t) = 0 is satisfied, 

the following equalities are achieved: lim 
t→t1 

Ṙ(t) = 0, lim 
t→t1 

R̈(t) = 0.
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4 Numerical Results 

Let us consider the numerical results of the analysis of monotonic stability of the angular 
velocity of a rigid body. Let the rigid body have the following moments of inertia: 
Ix = 5 kgm2, Iy = 6 kgm2, Iz = 7 kgm2, Ixy = Iyx = 0.5 kgm2, Iyz = Izy = 0.9 
kgm2, Ixz = Izx = 0.7 kgm2. Let us assume that the dimensionless coefficients in 
expressions (14)–(16) are respectively equal to cx = 8, cy = 12, cz = 16. Calculating 
the determinants in the right-hand sides of solutions (17)–(19), we obtain: ωx = 235, 1 
kg2m4, ωy = 324, 8 kg2m4, ωz = 396, 2 kg2m4, J = 201, 9 kg2m4. 

Let us study the monotonic stability of solution (17)–(19) in more detail using the 
example presented below. 

Example. Let the function F(t) = (3−t)4 is defined on the interval t ∈ [0, 3] seconds (as 
well as the first and second derivatives). Considering this function and the found values 
of the determinants in solutions (17)–(19), we obtain the following expressions for the 
angular velocities:ωx(t) = 1.16(3− t)4,ωy(t) = 1.61(3− t)4,ωz(t) = 1.96(3− t)4 s−1. 
Figure 1 shows the angular velocities of the rigid body in example. The lower curve

Fig. 1. Angular velocities of a rigid body in the example.
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describes the change in ωx(t), the middle one describes the change in ωy(t), and the 
upper one describes the change in ωz(t).

Let us consider the fulfillment of the conditions of the monotone stability analysis. 
Since the first derivative Ḟ(t) = −4(3 − t)3 is negative on the interval t ∈ [0, 3), then 
the monotone condition of solution (17)–(19) is fulfilled on this interval. In this case, the 
second derivative of the function F̈(t) = 12(3− t)2 is positive on the interval t ∈ [0, 3). 
Consequently, the nonlinearity condition of solution (17)–(19) is fulfilled and the curve 
R(t) is convex downwards on the interval t ∈ [0, 3). Moreover, the limit lim 

t→3 
(3− t)4 = 0, 

i.e. the convergence condition lim 
t→3 

R(t) = 0 of solution (17)–(19) is fulfilled. It should 
also be noted that the stabilization conditions for the first and second derivatives are 
fulfilled: lim 

t→3 
Ṙ(t) = 0, lim 

t→3 
R̈(t) = 0. In this case, the condition of non-negativity of the 

second derivative R̈(t) ≥ 0 is fulfilled on the interval t ∈ (0, 3). 
In addition, the condition of strict decrease of the second continuous derivative is 

also fulfilled on the interval t ∈ (0, 3) (since the condition 
... 
R(t) <  0 is fulfilled). Thus, 

all the conditions of monotone stability of solution (17)–(19) in the example are fulfilled. 

5 Conclusion 

The paper considers a dynamic system of three linear inhomogeneous algebraic equations 
describing the change in the free angular velocity of a rigid body in three-dimensional 
space. In this case, a unique solution to this system of equations is obtained. The concept 
of monotone stability of the solution of a system of algebraic equations is introduced. 
The purpose of the work is to obtain and analyze the conditions of monotone stability 
of the angular velocity of a rigid body over a finite time interval of motion. In this case, 
the condition of monotonic decrease of angular velocity is obtained, the condition of 
nonlinearity of the system solution is obtained, the analysis of convexity of the curve 
describing the change in angular velocity of a rigid body is carried out, and the following 
are formulated: the condition of non-negativity of the second derivative, the condition of 
decrease of the second derivative, the condition of convergence of the angular velocity 
to a zero value and the condition of stabilization of the solution at the end point. The 
results of modeling, given within the framework of the considered example, confirm the 
reliability of the analytical conditions of monotonic stability obtained in it. 
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Abstract. The adoption of cloud environments has given autonomous data access 
to many organizations. Institutions of Higher Learning (IHLs) also get the advan-
tages of adopting eLearning in cloud environments. However, most of the IHLs 
oversee their eLearning network environment internally. As a result, it causes 
interruption of access and is crucial for maintaining seamless learning when using 
e-learning. Adopting eLearning to a cloud environment offers faster access, cost-
effectiveness, scalability and enhanced reliability. However, several factors need 
to be considered before adopting eLearning to a cloud environment. IHLs must 
understand the success of factors adoption before adapting to the cloud environ-
ment. Therefore, in this paper, the validation of data analysis in successful factor 
adoption consisting of business needs, cost savings, and security concerns has 
been conducted. The data was validated using descriptive analysis to examine the 
integration between each factor before adopting eLearning in a cloud environment. 
The validation analysis for important factors has been navigated to find out the 
extent to which the factors have important integration in using an eLearning cloud 
environment. The result identifies the mean score and standard deviation for the 
instrument stated for each of the factor adoption. The result also shows the joining 
table of integration of the instrument accepted. From the results obtained, success 
factors adoption is necessary to consider and should be taken as important factors 
before adopting eLearning to the cloud environment. 

Keywords: Validation · Descriptive · Cloud Environment · eLearning 

1 Introduction 

The success factor adoption is important before the IHL adopts the eLearning cloud 
environment. It is important to find out whether the IHL is ready to use the cloud 
environment [1]. The success factor was in data collection by involving experienced
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respondents in using eLearning in the cloud environment. Then the validation analysis 
is conducted to prove whether the factor identified from data collection is accepted [2]. A 
few experts took part in this validation study to review all the instruments stated under the 
success factor adoption. Then the validation process is conducted to analyze the factor 
obtained from the success factor adoption. In the validation process, the descriptive 
analysis is selected [3]. The descriptive analysis can show the data analysis’s early stage 
of validation summaries. In the descriptive analysis, the mean and standard deviation 
score for each factor adoption in the cloud environment was analyzed as a result [4]. 
Furthermore, the joining table was retrieved to identify the instrument accepted in the 
factor adoption. 

The validating analysis for defining the success factor adoption in using the 
e-Learning cloud environment consists of the objectives below:

• To define the mean score and standard deviation for instrument testing using 
descriptive analysis

• To analyze the acceptance of integrating instruments for adopting success factors. 

2 The Instrument Descriptive Analysis Testing 

The selection of important instruments in each success factor has been identified [5]. 
Each instrument is important, and a descriptive analysis has been conducted to iden-
tify the mean score and standard deviation for each instrument [6]. The first success 
factor evaluated was the business need factor, consisting of eleven instruments, fol-
lowed by cost saving with six elements and security with eight elements. To measure 
respondents’ perceptions of each factor, a 5-point Likert scale was utilized, allowing for 
nuanced responses ranging from strong disagreement to strong agreement. The Likert 
scale responses were then analyzed to calculate mean scores and standard deviations, 
providing a detailed view of customer opinions. Table 1 shows the mean and standard 
deviation for the score of business needs. The analysis shows success factors for business 
need. 

Moreover, the analysis at Table 1 shows all of the instruments tested giving mean 
scores greater than 4.0 where accessed anytime and anywhere access (4.24), improve 
the performance (4.32), low-cost management provided (4.18), instant software update 
(4.32), improved document format compatibility (4.42), efficient access for student and 
staffs (4.26), useful in the job (4.36), complete a task quickly (4.30), increase productivity 
(4.32), easy to use (4.30) and interaction with the cloud is clear and understandable (4.12). 
The migration to the cloud needs to be mapped to the business requirements to enable the 
IHL to achieve the objective of the IHL [7]. Therefore, the IHL needs good performance 
to achieve productivity to improve the business needs process [8]. Moreover, in using 
the cloud, the data can be accessed anytime and anywhere [5]. Besides that, it can 
complete the work easier and it would be more useful. Therefore, the analysis shows the 
performance is important to increase productivity [9]. Through higher performance, the 
task can be completed faster and more efficiently [10]. 

Table 2 shows the mean score and standard deviation for the cost-saving factor. This 
analysis shows that cost-saving is an important influence as a success factor adoption of 
cloud environments.
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Table 1. Business Needs Mean Score and Standard Deviation 

No. Business Needs Mean Score Standard 
Deviation 

1 Accessed anytime and anywhere 4.24 0.591 

2 Low-cost management provided 4.18 0.720 

3 Improve the performance 4.32 0.683 

4 Instant software update 4.32 0.653 

5 Improved document format compatibility 4.42 0.673 

6 Efficient access for student and staffs 4.26 0.664 

7 Useful in job 4.36 0.693 

8 Make a task quickly 4.30 0.647 

9 Increase productivity 4.32 0.587 

10 Easy to use 4.30 0.614 

11 Interaction with the cloud is clear and understandable 4.12 0.773 

Table 2. Cost Saving Mean Score and Standard Deviation 

No. Cost Saving Mean Score Standard 
Deviation 

1 Reduce upfront and ongoing cost 4.08 0.634 

2 Reduce hardware and infrastructure cost 4.26 0.694 

3 Reduce software cost 4.30 0.735 

4 Reduce staff cost 4.18 0.661 

5 Reduce training cost 4.04 0.880 

6 Reduce operation cost 4.30 0.839 

The analysis shows the mean score giving the value greater than 4.0 in which reduce 
upfront and ongoing cost (4.08), reduce hardware and infrastructure cost (4.26), reduce 
software cost (4.30), reduce staff cost (4.18), reduce training cost (4.04) and reduce 
operation cost (4.30). The analysis shows that reducing the cost of operation is important 
for cost-saving. Thus, by adoption to cloud environment, it can save the cost besides 
from improving efficiency and productivity [8]. 

Table 3 shows the mean score and standard deviation score for the security factors. 
The analysis shows the success factor adoption for security. 

From the analysis, the mean score for security is greater than 4.00 except no loss or 
manipulation by online criminals or predators (3.52) and cloud providers not using the 
data for their commercial benefits (3.54). The successful implementation of cloud com-
puting is based on the proper plan and understanding of emerging risks, vulnerabilities, 
threats and possible countermeasures [11]. Therefore, before using the cloud, the IHL
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Table 3. Comparison of Security Mean Score and Standard Deviation 

No. Security Mean Score Standard 
Deviation 

1 Safe to store personal data in the cloud 4.18 1.004 

2 No loss or manipulate by online criminals or predators 3.52 1.129 

3 Cloud providers do not use the data for their commercial 
benefits 

3.54 1.034 

4 Cloud providers ensure only the right person can access or 
modify the data 

4.12 0.799 

5 Cloud providers responsible to save the data at the correct 
form 

4.26 0.803 

6 Cloud providers report any failures of data protection 
immediately to the client 

4.22 0.840 

7 The cloud provider must ensure the security capabilities are 
based on client security request 

4.12 0.872 

8 Fully outsourced disaster recovery and better data recovery 
process 

4.30 0.909 

need an understanding and knowledge to secure the data. Besides that, the IHL needs 
to know how the expert can save the data, who the users need to give the authorization 
to access the data, the recovery plan given by the cloud provider, and report frequency 
given to the IHL [12, 13]. 

3 Analysis Result of Overall Total Mean Score of Success Factor 
Adoption 

In this section, the overall total means and average means score are identified based on 
the number of instrument tests shown in Table 4, showing the average mean score is 
greater and equal to 4.0. 

Table 4. Overall Total Mean Score of Success Factor Adoption Analysis 

Factors Adoption No. of Instruments Total Mean Score Ave. Mean Score 

Business Needs 11 47.14 4.3 

Cost Saving 6 25.16 4.2 

Security 8 31.78 4.0 

Then, the analysis of the factor and sub-factor or instrument in the data analysis was 
produced in the joining table design to identify the integration between the factors of
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the instrument. The joining table design shows the result in the joint display table from 
combining two data sets which consist of the data analysis. The result of the joining table 
design analysis can show the factor and sub-factor accepted as a suitable factor adoption 
provided in the eLearning cloud adoption. Thus, Table 5 shows the joining display table 
showing the factor adoption accepted validation analysis. 

Table 5. Joining Display Table 

Higher Mean Score > 4.0 Inferences (Sub-factors Obtained Defining) 

Security (4.0) Safety, Authorization, Recovery, Reporting (Accepted) 

Business Needs (4.3) Performance, Productivity (Accepted) 

Cost Saving (4.2) Reduce Cost (Accepted) 

Furthermore, the analysis shows that the highest mean scores were recorded for the 
adoption of three success factors which are security, rated at 4.0; business needs, at 4.3; 
and cost savings, at 4.2. Based on the instrument testing, the joined table indicates the 
sub-factors that should be considered for each of the success factors. Safety, authoriza-
tion, recovery, and reporting were the accepted sub-factors for security. Furthermore, 
addressing this factor can improve the security of eLearning in the cloud and enhance 
user trust [14]. In the business needs, the accepted sub-factors identified were perfor-
mance and productivity. This factor can assist IHL in enhancing user performance and 
productivity in eLearning [15, 16]. The accepted sub-factor for achieving cost savings 
was cost reduction. Cost saving measures allow IHL to cut expenses by avoiding the 
necessity of purchasing and maintaining hardware and software [17]. 

4 Conclusion 

Thus, through the result of the validation analysis, three main factors need to be taken 
into important consideration by IHL that consist of business needs, cost saving, and 
security concerns. These factors are independent factors to determine the success factor 
adoption in using the eLearning cloud environment. These factors have been highlighted 
as important factors in the adoption of eLearning in a cloud environment. Business 
needs factor assisted by the performance and productivity sub-factors that have been 
selected to be factors that help in determining the success of usage in the eLearning 
cloud environment. Thus, it can increase the productivity of eLearning delivery and 
can produce more efficient use of eLearning. Moreover, by emphasizing the cost saving 
factor, it can save the operating cost of an IHL. In addition, a cloud environment can save 
costs without having to buy and maintain the hardware and software. Next, the security 
factor has also been identified as a success factor. Safety, authorization, recovery, and 
reporting are important before moving eLearning to the cloud environment. Moreover, 
this study can assist IHL in comprehending and effectively planning for the successful 
implementation of eLearning in the cloud environment.
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Abstract. Data security and privacy requirements are becoming more urgent as 
citizens use information technology in all aspects of life. Traditional encryption 
methods have been used to restrict data privacy, but searching for encrypted data 
has become an obstacle to retrieving it. This dilemma of searching encrypted data 
by citizens without decrypting the data has been solved through several search-
able symmetric encryption (SSE) functions represented by single-keyword search, 
multi-keyword search, similarity/fuzzy search, ranking search, semantic search, 
dynamic SSE, and verifiable function. This review describes each scheme in terms 
of the idea, the data structure used, supporting function, performance, efficiency, 
and illustrative figures. In addition, we present a multi-function SSE scheme. 
Moreover, this work provides a table with a timeline summarizing all the schemes 
we discussed in this survey. This table is important and useful for researchers as it 
summarizes approximately 80 state-of-the-art works that cover the most important 
basic works published in popular indexes. Finally, the research gap in terms of 
privacy in encrypted data search schemes has been clarified.
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1 Introduction 

Information technology did not initially include servers with high capacity to store and 
process all users’ data, including large ones [1]. Gradually, with the development of 
information technology and the emergence of high-resource servers with low costs for 
most organizations and users, such as cloud servers (CS) and others, users resorted 
to uploading their data to CS to benefit from its enormous capabilities in storing and 
processing their data [2]. In addition to the ability of users to access this data whenever 
they want and from anywhere they are, and it helps organizations reduce operational 
costs, these benefits were met by maintaining the privacy of their data, which is one of 
the urgent challenges [2]. Here, the principle of uploading encrypted data by users to 
public servers, such as CS, emerged to maintain the privacy of their data, and here also, 
another challenge arose, which is how to access encrypted data from others. As a solution 
to these dilemmas, the concept of searching for encrypted data was presented as a radical 
solution to all these challenges [2–4]. For detailed clarification, before the emergence of 
the principle of searching for encrypted data, two methods were followed. First, in this 
context, CS can access the data (stored encrypted data). The primitive way of the search 
process is to give the CS the encryption and decryption key, and it will use this key to 
decrypt the data and easily search for the required files. Finally, the files that match the 
search are returned to the user [5]. This approach is inferior as it can easily breach the 
server and expose stored files [5]. The second method is to prevent data privacy from 
being breached by the CS; in this context, the user receives the whole files from the CS 
in their encrypted format, then the user decrypts them and applies a searching process 
for the required files [5]. Obviously, this method is inefficient due to the high costs of 
downloading and uploading all the data. To solve this problem, the stored data must be 
encrypted before it is uploaded to the CS to protect it. When the user needs it, he makes a 
searchable query, and only the matched files are retrieved. This process is done without 
revealing any files to CS and is called Searchable Encryption (SE) [6–9]. The first actual 
scheme SE was suggested by [1]. Several schemes based on this same concept have been 
proposed. These works are famed as Searchable Symmetric Encryption (SSE) schemes. 
In general, the majority of SSE schemes utilize an index table as metadata to enable 
encrypted search [2–10]. In these approaches, a user first encrypts a set of messages 
using a symmetric encryption algorithm with a secret key. Then, the user generates an 
index table based on pre-processed messages and keyword pairs. The index table and 
encrypted messages are uploaded to the CS. The user creates a search token to search. 
The CS searches via the index through this token. If matching occurs, then the required 
encrypted data is returned. Newer schemes [11–13], they propose schemes involving 
multiple servers. However, all schemes presume an honest-but-curious CS(s) [2–4, 10, 
11]. The scenario shown in Fig. 1 occurs in complete secrecy as follows: The owner 
generates the secret key and shares it with all users, and they can create and send the 
trapdoor (enc. Query) to get the required results.
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Fig. 1. Symmetric searchable encryption architecture. 

A comprehensive survey of SSE was conducted by [11]. It provides a thorough study 
of the most important works presented in this field. Still, it is limited to specific factors 
such as explaining the data structures used the rate of data leakage, and its time evolution. 
Both [14] and [15] also provide a brief overview of SSE, as do [16–20] other surveys. 
However, these surveys provide the same focus and limitation to specific factors as the 
survey of [11]. In this article, we aim to cover most of the SSE operations. These are 
verification, dynamics, semantics, fuzziness (similarity), and ranking. 

This review aims to focus on these essential and key operations such as verification 
[21–24], dynamics [6, 8, 9, 25], and so-called query functions such as ordering [26, 27], 
fuzziness (similarity) [28, 29], and semantics [30, 31]. The article includes an overview 
of the operations in the important schemes presented in this field and their chronology, 
with explanations supported by examples for each SSE process. These SSE operations 
are not just theoretical concepts, but practical tools that can be applied in real-world 
scenarios, and are illustrated with diagrams and figures for such SSE schemes. Also, 
for a deeper and more detailed look, a table containing most of the schemes and SSE 
operations dealing with the limitations, the achievement and the mechanism of work is 
included. 

The article is presented as follows: In Sect. 2, we discuss the general framework of our 
survey, which includes SSE and SSE functionalities. Section 3 presents the conclusion 
of this article. 

2 General Framework 

2.1 Searchable Symmetric Encryption 

In this section, we have provided a general description of the basic SSE protocols 
represented by setup, search, and update protocols to grasp SSE. 

We suppose a user (UC) wants to submit a database DB = {(ids, W )} to CS, 
where ids are the identifiers and W is the keywords set. Three protocols Π = 
(Setup, Search, Update) are utilized to accomplish SSE between UC and CS. 

• Setup (1λ, DB) → (K, I , EDB). UC inputs a security parameter λ and DB. The  
setup protocol outputs (K, I , EDB), where K is a secret key, saved in the UC, and I 
is secure indexes, EDB is the encrypted database, saved in the CS.
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• Search (K, q, I , EDB) → R. UC have  (K, q, ), and CS uses I , EDB resulted by Setup 
protocol. This protocol outputs results R from EDB by searches through I . The query 
q : X → {0, 1} is an object, so R = {idi|q(wi) = 1}. 

• Update (K, in, op; I , EDB) → (I , EDB ). UC haves(K, in, op), where it represents 
updated data (files) op represents the operation (i.e., add or delete), and CS takes I 
and EDB as input. And output the updated I and the updated EDB . 

2.2 SSE Functionalities 

In this section, we introduce SSE functions, including index structures, search proto-
cols, and efficiency. Furthermore, we examine and simplify complexity (e.g., storage, 
search, computational complexity, etc.). The operations and functions of searching for 
encrypted data and the most popular methods have been explained, which are Single Key-
word Search, Multi-Keyword Search, Fuzzy/Similarity SSE Function, Ranking Keyword 
Search, Semantic SSE Function, Dynamic SSE Function, Verifiable SSE Function and 
Multi-Functions SSE. The inclusion of search functionalities is also supported by the 
state-of-arts as shown in Table 1 later. 

Single Keyword Search. The first scheme a single keyword search was proposed by 
[12] without an index, which realizes optimal storage at the expense of the search load 
increases. 

During the search, the entire files are scanned. The efficiency of search in this scheme 
is low. Therefore, many schemes to improve efficiency [13–15]. Figure 2 displays a single 
keyword search example. 

Fig. 2. Single keyword search example. 

Later, the first scheme to propose a searchable encryption using an index using a 
Bloom filter was presented by [2]. This scheme suffers from high storage and compu-
tation cost (O(1) search time). The scheme [3] creates a string whose size is similar 
to the original set of keywords to represent a file, the position of the string is set to 1 
if the keyword is present in the file, 0 otherwise, and then the string is hidden using 
pseudo-random bits. While the first scheme presented an inverted index in the paper [4], 
then the nodes of the list are randomly stored in an array. Meanwhile, the lookup table 
stores the first element that is joined with each keyword list. 

Multi-keyword Search. Multi-keyword search is a function that enables users to get 
back files containing multiple keywords (see Fig. 3), which is a valuable and practi-
cal search function to restore more results. A naive approach to multi-keyword search 
depends on a search with a single keyword. UC gives several keywords, the CS searches
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for each keyword, and then the results intersection are returned (files sets intersection). 
This approach is ineffective and leaks to CS extra information additional than the required 
results. 

The scheme of [16] is considered the first work that supports the multi-keyword 
search function confidentially. It utilized vectors to represent files. When executing a 
search, the UC sends a vector of all required keywords that are produced in the same 
representation of file vectors to CS. Then CS traverses all vectors to retrieve results 
(matching results). Respectively, [17, 18] concentrated on security improvement of the 
schemes. However, these schemes are unfeasible in many scenarios. 

The authors in [19] proposed a multi-keyword search scheme by building an index-
based l-degree polynomial, where l is the keywords number that existed in the file, and all 
keywords are the equation roots. It measures the value of polynomial of whole required 
words to confirm if the results meet the UC query. Thus, the dependence on keyword 
locations is eliminated. Another approach in [20] that builds the index based on a bit 
string, which is calculated from the bitwise of all keywords existing in the text file, and 
generates the trapdoor in the same manner. For the searching process, the CS checks the 
positions of the trapdoor and index. For example, CS checks the positions whether 0 or 
1 in the trapdoor and index and finds matching files. 

Fig. 3. Multi-keyword search example. 

Also, many schemes [21–23] handle a multi-keyword search with save of cost of 
computational and storage. We familiarize these schemes in the subsequent subsections, 
duo to they handle not only multi-keyword search, but also other SSE functions like 
ranked search, and fuzzy search. 

Fuzzy/Similarity SSE Function. Fuzzy/similarity is an SSE operation that deals with 
spelling errors. If the user enters incorrect words in the query, the CS will retrieve the 
correct results. For example, if the user searches for “secretly” rather than “security”, 
word. CS should be returned (matched) as correct and as wanted files. 

The work in [24] first presented a scheme that handles fuzzy search. This proposed 
a construction of ciphertext fuzzy sets. The fuzzy set of keywords is created by utilizing 
Wildcards. However, it indexes all keywords incorrectly. Since the fuzzy set of keywords 
takes up more storage space, the authors in [25] improved the encrypted fuzzy set con-
struction, where he constructed the fuzzy set of keywords by adopting the gram method, 
which preserved storage space and enhanced the efficiency of search through an index 
tree. 

Later, [26] proposed the construction of a dictionary-based encrypted fuzzy set. The 
fuzzy set of keywords takes less storage space, but it misses out on search accuracy. The
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scheme of [27] merged the wildcard technique with the index tree to hold an effective 
fuzzy search. 

Although the works [28–30] utilize the Bloom filter (BF) to build the index, this 
contributes to minimizing the storage space. However, each keyword within the fuzzy 
set is inserted into BF with several hash functions. Scheme [31] adopts a uni-gram vector 
in the fuzzy search, improving search efficiency and accuracy. Also, the works of [11, 
32] support a similarity search by adopting index-based BF, which contains Bi-grams 
(two letters). For example, the word “Security” is stored in BF in the form “se, ec, cu, 
ur, ri, it, ty”. Under this setting, a matching process will be. Figure 4 explains the main 
stages of the scheme. 

Fig. 4. Main steps of the scheme [11]. 

Recently [33], proposed a scheme that handles fuzzy searchable encryption by 
employed two-server to handle images, videos, and websites (high dimensional data). 

Ranking Keyword Search. Function (see Fig. 5) includes returning results in ranked 
order depending on relevance criteria (e.g., frequency or keyword weight). Allocating 
relevance scores to files (frequency of keywords) is a popular method used to perform 
the function of ranking [34–36]. The first work [34] handles ranked keyword searches 
securely. So, that is performed by incorporating cryptographic primitives and scores. 
Following the works of [35, 36] designed the ranked keyword search function over 
encrypted data, they proposed schemes that utilize the relevance scores. 

The authors in [4] adopted a scheme and linked a relevant score to each entry for the 
ranking process, where the relevance score is computed by the TF-IDF1 rule. Then, the 
scores are encrypted before being sent to CS so that CS can search without leaking the 
scores. 

1Term Frequency - Inverse Document Frequency (TF-IDF), TF indicates the word 
frequency in the file, and IDF indicates the word importance in the overall file collection. 
The relevance score represents links to a keyword within the file. This occurs in a 
single keyword search. However, ranking multi-keyword searches requires the effect of
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keyword frequencies on the entire files. So, allocating a score (a relevance score) to each 
file is inefficient and impractical way. 

The work in [37] measured the relevance of the query with a file by counting the 
number of searched keywords included in the file. Further, the scores represent link 
queries with files by changing the binary value 1 of file and query vectors with TF and 
IDF, respectively, and exploiting the inner product for the search process. 

Also, schemes of [11, 32] handle a ranking search function by exploiting TF in BF 
of the index rather than 0,1. 

Fig. 5. Ranking search example. 

The work in [38] suggested a top-k retrieval scheme that requested two rounds and 
employed homomorphic encryption (public key encryption) [39] for security purposes. 

Also, [40]’s scheme exploits inverted indexes to progress the efficiency of the search. 
They constructed files and queries as represents of vectors, where these vectors are set 
to TF or IDF value. 

The authors [23] address a ranking process by adopting a binary tree. Nodes that 
belong to (leaf nodes) are file vectors and utilize a technique of inner product to assess 
the scores for the ranking function. Also, the work of [41] applied a multidimensional 
algorithm to detect top-k results based on multidimensional b-tree-as secure indexes. 

The works [42] and [43] involve a clustering technique to cluster the files depending 
on the relevance score. Therefore, the CS needs only to search for the top-k files in a 
few classes rather than traversing the whole data store. 

Semantic SSE Function. Semantic is an SSE operation that deals with the meaning of a 
word during a search. For example, when searching for the “car” word, the results should 
include “car, vehicle, motor, automobile, etc.” Almost all schemes were proposed for 
semantic search [31, 41, 59–62]. The scheme presented by [41] expands the keyword’s 
synonyms and gains the correlation score, which can prop a synonyms sorting search. 
The paper [31] proposed a work about multi-keyword semantic search, which uses an 
inverted index for the collection and semantically extends searched words by the semantic 
library. 

In [62], the author employs the Doc2Vec model to realize a multi-keyword semantic 
search. The work [59] adopted the concept map to handle the search for semantics. Both 
works of [60, 61] perform an efficient semantic search via a content-based scheme. Also, 
the scheme in [48] supports a semantic search by adopting a stemming algorithm [63–65]. 
This algorithm finds a keyword root. For example, “computer, computing, computed, 
computationally” all these words are resumed to their roots through a matching process. 

Dynamic SSE Function. Dynamic is an SSE operation that allows for updating out-
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sourced data, which includes adding, deleting, and updating. Dynamic SSE operation 
(DSSE) enables the user to update files after uploading them to the CS. A first scheme 
was introduced by [6]. However, he utilized an inverted index to address updating oper-
ations. This scheme leaks the search tokens during the updated file. The security of [6] 
was improved in [15] by implementing a tree-based index, allowing for more efficient 
handling of update operations. In this scheme, the leaf nodes hold pointers to identi-
fiers (file identifiers). The inner nodes contain a binary vector. The vector bits indicate 
corresponding keywords are allocated files in the leaf nodes. This scheme can facilitate 
parallel searches using sub-trees. Figure 6 shows an example of indexing 4 files with 3 
keywords. 

Fig. 6. Index structure of [44]. 

The work of [7] proposed three constructions that supported DSSE. The first con-
struction stores keywords/file pairs in an index at random locations. The second con-
struction improves search efficiency. The set of identifiers is packed into blocks, and 
rather than encrypting the identifiers, these blocks are encrypted. The third construction 
demonstrates additional enhancement, where the index holds a block’s pointers rather 
than the actual blocks being stored. Figure 7 illustrates these constructions. 

Fig. 7. Constructions of [21]. 

The scheme of [9] introduced a DSSE scheme that uses blind storage construction 
to hold update operations. In this scheme, files are split into blocks. A forward index for 
each keyword is constructed and stored in Blind Storage. However, such a scheme will 
cause a leak to CS when several files that share a common keyword are added. 

Forward Privacy. Forward privacy guarantees the privacy of newly added files. Their 
schemes utilize several levels of hierarchical data structure rather than accreditation of 
store pairs of file-keywords by an inverted index.
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File injection attacks [66] have motivated the actual exploration of forward privacy. 
The informal definition of forward privacy was first introduced by [67]. The formal 
definition of forward privacy was first introduced by [68]. Such a scheme can treat 
insertion operations only. The user in this scheme stores a counter c for each w. During  
the update, when a client wants to store (document identifier idc keyword w) pair, they 
produce a new encrypted entry (the location (update token, encryption ids). To search 
on w, the user issues a search token to enable the CS to recreate the locations c of the 
entries matching w. c is increased after each update. 

Many schemes were introduced DSSE [69–71], which differed in terms of the data 
structure used and the security level. An efficient forward private DSSE is introduced in 
[72–74]. The [72] achieve a high security level. His strategy was to recreate the update 
keys after each search process. However, this strategy requires the user to re-encrypt the 
search results and resubmit them to the CS, which causes more I/O overhead. [74] the  
scheme has enhanced locality [8] DSSE. 

Backward Privacy. Backward privacy guarantees the privacy of files that have been 
deleted. The first scheme [67] introduces the notion of backward privacy. In [67] dealing 
with deleting operation. Where the CS skipped such entries, unfortunately, this scheme 
cared about improving the search performance rather than the security side. The for-
mal definition of backward privacy was first introduced by [71] with three types of 
information leakage, these types which differ in security requirements: Type-I, Type-
II, and Type-III. Furthermore, the work [71] presses four DSSE schemes in backward 
private. These schemes, crucially, differ from each other in terms of the balance of 
privacy/performance variables, providing valuable insights into the trade-offs in data 
security. 

The authors in [68] propose two schemes: the first one supports addition operations 
and the second supports deletion operations. During the operation search, two schemes 
retrieve all entries, the deleted entries are filtered on the query side, and the CS returns the 
files of the remaining IDs. In this case, CS does not know deleted files. Significantly, [75] 
recently proposed two schemes that are considered the most practical DSSE schemes to 
boost backward private in the literature. The author suggests two versions (Mitra and 
Mitra*). The improved one (Mitra*) treats deletion operations efficiently, marking a high 
advancement in the field of SSE. 

Orion [45] is DSSE scheme with backward private. Orion stores entries (w, id ) by  
employing a map at a position located by (w, updc). updc after each update operation is 
incremented. In deleting operation (w, id ), its entry is replaced by the entry depending 
on the maximum updc value for w as shown in Fig. 8. 

This ensures the results will be indexed at locations derived from (w, 1), ..., (w, nw). 
Because a map stores (w, id ) pairs, another map needs to store (w, uptc) pairs to execute 
replacing (swapping) operations. To hide the Access patterns, Orion employs a data 
structure called OMAP. [46]’s scheme proposes a security proof for DSSE backward 
privacy. 

Verifiable SSE Function. Verifiable is an SSE operation that includes verifying the 
retrieved results for tampering. Upon receiving a query, the server performs the search 
and returns both the results (search results) with proof. If the CS operates honestly,
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Fig. 8. Deletion treatment in [45]. 

the probability of an incorrect search result is negligible. However, if the server returns 
inaccurate results, the user can use the verification algorithm to detect this dishonest 
behaviour with a high probability. 

Verify that the operation was conducted using several methods, for example, the 
scheme of [77] checking the authenticity of the returned search results based on the 
Merkle hash tree authentication structure. The work in [53] uses a hash chain verification 
method. The scheme in [78] utilized an authenticated data structure as a bilinear-map 
tree and introduced an efficient scheme that supports a verifiable method. In the [79] 
literature, verifiable work can be built in the absence of a secure channel to confirm 
availability and data integrity. 

Other works support the verification method but have flaws. For example, the scheme 
of achieves the verification method, but this method is applied in the plaintext field. 

Also, the scheme of [23] achieved the verification method, but the cost of com-
munication verification linearly grows depending on file collection. The work of uses 
MAC to achieve a verification method (to authenticate received files). The scheme that 
used data structure is an inverted index presented in that is contained in a look-up table 
and arrays. Tag holds the verifiable information needed to validate the authentication of 
search results. 

The following diagram (Fig. 9) illustrates the existing MAC in the index for the 
verification method. 

Fig. 9. Index structure of [47].
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During the search process, the CS returns the results to the user and the proof. The 
user, in turn, compares the MAC of retrieved results with the evidence of the CS, and 
the process of verifying tampering is completed. 

Multi-functions SSE. Several schemes are considered multi-operations SSE, which 
supports many SSE operations at the same time. For example, the work holds verifiable 
and similar SSE. He adopted the term frequency TF and cosine similarity to achieve a 
similarity ranking search. He employed a tree-based index to obtain an improved search, 
the best of the linear search, as illustrated in Fig. 10 below. 

Fig. 10. Tree-based index [48]. 

The scheme supports verifiable and fuzzy SSE. However, for each definite keyword, 
they create a linked list containing three nodes and a fuzzy set for it. To hold a verifiable 
operation, they produce an authentication label for all fuzzy keywords to verify the 
returned results. The figure below (Fig. 11) explains the structure index that contains 
fuzzy keywords and a Tag table (tag represents MAC functions). 

Fig. 11. The structure index that contains fuzzy keywords and Tag table [49]. 

The scheme in recognized a verifiable and fuzzy SSE. The manuscript in proposed an 
efficient multi-functional SSE scheme that can carry the following functions: wildcard 
search, similarity search, fuzzy search, and disjunctive search. The work in [30] addresses
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a problem of fuzzy semantic SSE. They realized fuzzy search by employing an algorithm 
of fingerprint generation to output a fingerprint set of the dictionary and the query 
keywords and applying Hamming distance to Measure keyword similarity. Furthermore, 
they achieved semantic search by using semantic expansion to extend query keywords. 
For example, when searching for “car”, this technique expands this word to “car, motor, 
vehicle”. The following figure (Fig. 12) illustrates the search process flow. 

Fig. 12. Search process flow [50]. 

Table 1 shows and summarizes all the works mentioned in this survey and the SSE 
functions available for each work. 

Table 1. Works and the SSE functions those are available for each work. 

Works Year Single 
Keyword 

Multi 
Keyword 

Similarity/Fuzzy Ranking Semantic Dynamic Verifiable 

[12] 2000 •

[51] 2003 •

[16] 2004 • •

[52] 2005 •

[53] 2006 • •

[17] 2006 • •

[15] 2006 •

[18] 2007 • •

[34] 2007 • • •

[19] 2008 • •

[20] 2008 • •

[54] 2008 • • •

(continued)
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Table 1. (continued)

Works Year Single
Keyword

Multi
Keyword

Similarity/Fuzzy Ranking Semantic Dynamic Verifiable

[25] 2009 • •

[24] 2010 • •

[55] 2010 • •

[35] 2010 • •

[36] 2011 • •

[22] 2011 • • •

[26] 2011 • •

[36] 2012 • • •

[56] 2012 • •

[57] 2012 • •

[58] 2012 • •

[19] 2012 • • •

[44] 2013 • •

[21] 2013 • •

[37] 2013 • • • •

[38] 2013 • • • •

[41] 2013 • • • •

[14] 2013 •

[21] 2013 • • •

[28] 2013 • •

[59] 2013 • • •

[40] 2014 • • •

[23] 2014 • • •

[60] 2014 • •

[29] 2014 • • •

[61] 2014 • • •

[62] 2014 • •

[48] 2014 • • •

[30] 2015 • • •

[63] 2015 • • •

[42] 2015 • • •

[64] 2015 • •

[65] 2016 • •

[66] 2016 • • •

[67] 2016 • •

[31] 2016 • • •

(continued)
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Table 1. (continued)

Works Year Single
Keyword

Multi
Keyword

Similarity/Fuzzy Ranking Semantic Dynamic Verifiable

[68] 2016 • •

[69] 2016 • •

[70] 2017 • •

[71] 2017 • •

[72] 2017 • •

[47] 2017 • • • •

[73] 2018 • •

[13] 2018 •

[74] 2018 • •

[75] 2018 • •

[45] 2018 • •

[49] 2018 • • •

[76] 2019 • • • •

[33] 2020 • •

[50] 2020 • • •

[46] 2021 • •

[43] 2022 • •

[11] 2022 • • •

[32] 2022 • • •

[77] 2023 • • • •

[2] 2024 • • • •

[78] 2024 • •

3 Research Gaps and Challenges 

• Functionalities: The relationship (balance) between storage, performance, and con-
fidentiality is an open issue, as most existing works attempt to improve one of these 
metrics at the expense of another. 

• Attacks: Designing effective attacks helps discover and address the shortcomings of 
SSE schemes, contributing to their development. 

• Security: Providing complete and effective data security is important and necessary, 
but it is difficult to implement for several reasons, including computational (process-
ing) costs, uploading/downloading costs, and search costs. Therefore, the confiden-
tiality level and scheme’s computation must be taken into account for it to be efficient 
and practical.
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• Performance: One of the challenges of SSE schemes is performance. SSE includes 
several operations such as encryption, uploading files, searching for these files, retriev-
ing, and decrypting. All of these operations need processing, and a scheme is consid-
ered lightweight and efficient whenever the retrieval process is faster [3]. In addition 
to other retrieval criteria, such as accuracy, this is because the retrieved results are 
more related to the search process (required results). The following Fig. 13 illustrates 
additional challenges. 

Fig. 13. The main gaps and challenges on SSE [79]. 

4 Conclusion 

This review discusses the SSE functions represented by single-keyword search, multi-
keyword search, similarity/fuzzy search, ranking search, semantic search, dynamic SSE, 
and verifiable function. These functions are crucial in explaining the importance and rel-
evance of the SSE functions and their applications. We discuss several different schemes 
in this field. We describe each scheme in terms of the idea, the data structure used, the 
functions it supports, the performance, and illustrative figures. We also provide a table 
with a timeline summarizing all the schemes we discussed in this survey. This table, a 
crucial guide, contains the schemes and the functions they support, supporting you, as a 
researcher, in navigating the approximately 80 schemes we have summarized. 

In our survey, we have strived to provide a clear and easy-to-understand definition 
of each SSE function, supported by simple examples. The survey is presented in a 
straightforward and simplified manner, making it accessible to a wide range of readers. 
It covers the most important basic works that were published in popular indexes. 
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Abstract. Blockchain technology’s decentralization, security, and transparency 
make it a game-changer in many industries, especially healthcare. This study 
discusses the solution’s potential impact on key issues, including integrity, pri-
vacy, and interoperability, while providing a comprehensive review of blockchain 
technology applied to patient data management systems. Although blockchain 
technology offers many benefits, its implementation in the healthcare industry 
faces several challenges, including scalability, computational complexity, and 
regulatory compliance. Therefore, leveraging deep learning and other advanced 
technologies can maximize the potential of blockchain technology, enhance data 
processing and decision-making capabilities, and maintain essential security and 
privacy standards. In this review, we examine the state of blockchain applications 
in the healthcare industry of current and hurdles issues and suggest several future 
paths for further study and development. These hurdles must be overcome to fully 
leverage blockchain technology to enable scalable, secure, and efficient patient 
data systems. Our study concluded that the most prominent and best results are the 
public blockchain Ethereum, some permission, and the private Hyperledger fabric. 
Furthermore, the advancement of smart contracts and the adoption of increasingly 
secured technologies such as elliptic curve cryptography (ECC) have enhanced 
the security and functionality of blockchain systems. 

Keywords: Blockchain · Decentralization · Interoperability · Patient Data · 
Healthcare System · Security 

1 Introduction 

Medical staff or hospital administrators currently store all patient data, keeping multiple 
copies of the same data, which leads to data discrepancies; the user has to search through 
multiple files to find the patient’s history, which makes it challenging to recall and 
locate crucial information, the following are some of the problems with the conventional 
patient data management system [1]. The process of saving data in paper records leads 
to inconsistency and inaccuracy. It includes many errors such as transcription errors, 
incorrect data recording, and loss of important information about the patient’s condition 
[2]. These errors will pose major risks to patient safety, as the large size of patient records 
increases the incidence of these errors [3].
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In addition, manual data storage limits the scalability of healthcare systems; manual 
techniques are labor-intensive and prone to error, which may result in conclusions that are 
not reliable; when it becomes difficult to get data from multiple registries, this strategy 
becomes problematic, using data from paper records is problematics due to their limited 
accessibility, ambiguity, challenges in gaining access to remote files, and high storage 
costs, this material has been transformed into an electronic format to maximize its utility 
[2]. 

These days, some data can be generated and combined by healthcare organizations, 
which means that the volume of data generated needs to be automatically retrieved to 
improve the decisions made by experts in the field. Information technologies in health-
care include allowing the creation of electronic patient records that are obtained through 
monitoring patient visits and contain data on patient demographics, sponsorship details, 
prescription drug information, examination results, past medical history, and more [4]. 
High-security elements that guarantee patient data accuracy and confidentiality are chal-
lenging to implement. Nevertheless, any security risk to these systems could lead to a 
major problem, like forcing a false diagnosis or postponing the encounter, infringing 
patients’ privacy and resulting in health problems [5]. With the increasing demand for 
healthcare services, data storage and management solutions have become increasingly 
important [6]. By using advanced data storage technologies such as blockchain technol-
ogy, healthcare providers can simplify medical data storage, use processes, and maintain 
its protection, allowing reliable and faster access to patient information [7]. 

All data in a blockchain network are characterized by what he refers to as public 
data, whereby such data are visible to all the participants. To enhance security, one must 
encrypt their data before storing it. This way, the information content is kept unique 
and secure to avoid linking pseudonyms with real identities [7]. This increases the sup-
port for need-to-know-based data sharing; in addition, it eliminates the possibility of 
removing and altering data since data recorded in the blocks cannot be changed [17]. 
Thus, the application of cryptographic techniques and algorithms is mandatory to guar-
antee privacy in the blockchain systems, it is also important in defining which sort of 
cryptography is better to use depending on certain security requirements, for example, 
in determining who should access the patient’s medical history, specific diagnosis, or 
test results [16]. There are many researches and studies related to blockchain technol-
ogy, and study the effect of developments in ontological aspects of blockchain some 
of the major advancements are the programmable and public Ethereum blockchain and 
some of the permissioned and private Hyperledger Fabric, such as the enhancement 
of smart contracts and Elliptic Curve Cryptography (ECC), deep reinforcement learn-
ing (DRL), lightweight Secure Efficient Offloading done through pre-obtain Schedule 
(LSEOS), utilizing hybrid Elman Neural-based Blow-fish BC, Homomorphic Elapid 
Security (LGE-HES). 

1.1 Types of Medical Datasets 

Medical data is all about patient data, patient data includes a wide range of important 
information such as names, age, residence, medical history, medications, allergies, and 
test results [8]. Access to this data allows healthcare providers to obtain a clear view of 
the patient’s health and condition, make important and more informed decisions, and
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provide better-personalized care [9]. Medical data is obtained through repeated visits by 
the patient to health institutions, and the importance of this data in the field of health 
care, medical development, and research related to what serves the individual and society 
healthily [10]. As mentioned, these institutions must preserve the data, protect it security-
wise, and prevent any party from tampering with it [11]. Initially, they were kept in the 
form of paper records, and as the volume of data and the need for them increased, the 
method of preservation was converted to an electronic method [1]. These records greatly 
expanded the necessary uses of medical data and helped to obtain it easily, but it also led 
to the emergence of new problems related to security and protecting data from unautho-
rized access, there are two types of medical datasets, structured data is quantitative and 
can be readily arranged in a database, making it suitable for integration with analytics 
and decision support [12]. In systems, the healthcare business, structured data includes 
things like vital indicators (height, weight, blood pressure, and blood glucose), personal 
data (name, birthdate, residential address, and gender), and data elements (medications, 
laboratory test results, diagnostic or billing codes [13]. Unstructured data includes audio 
recordings and medical images [12, 13]. 

To clarify important medical data such as Transcript Medical Records, transcribed 
medical records refer to transcriptions of doctor-patient medical reports, conversations, 
and medical evaluations [10]. Doctor dictation audio data is dictated by doctors who 
describe the clinical condition of patients and CT scan image data set. Doctors use CT 
scan images to diagnose and detect abnormal or normal conditions in the patient’s body 
[9]. MRI image dataset is used to obtain meaningful information from digital images and 
videos and provide better diagnosis, treatment, and prediction of diseases [10]. X-ray 
image data collection and X-ray testing are used to defy the internal structure and integrity 
of the object [9]. Electronic health records are medical records that contain a patient’s 
medical history, diagnoses, prescriptions, treatment plans, vaccination appointments, 
allergies, X-rays, and more [7]. 

1.2 Importance of Medical Data 

Regarding the importance of medical data, researchers’ creation of computer-based sup-
port systems for analyzing health care data, the benefits and drawbacks of distance learn-
ing approaches, the techniques for working with data from electronic health records, and 
the exploration of diverse clinical applications [6]. The application of “Data Mining” 
methods in healthcare is being improved by data mining, which is described as the diffi-
cult process of extracting implicit, undiscovered, and potentially important information 
about data. It also helps doctors diagnose patients by using data. It provides tools for cre-
ating a clear visualization of patients and their problems as well as new insights derived 
from combining individual patient data with the aggregation of datasets that will guide 
the use of personal potential and enhance real-world potentials [2, 4, 6]. To improve the 
effectiveness of healthcare systems and find answers to many of the underlying issues 
that patients and health systems face, this data needs to be stored securely, made easily 
accessible to researchers, and exchanged between parties as soon as possible [4].
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1.3 Concepts and Benefits of Data Encryption 

That even in the unlikely event that unauthorized persons gain access to the storage 
media, they would be unable to decrypt the encrypted data before being stored helps 
businesses lower the risk of exposure and maintain the confidentiality and integrity of 
their data assets, data encryption converts plaintext to ciphertext, using cryptography to 
protect encrypted data, ensuring it remains inaccessible without the necessary decryption 
key, this is the main benefit of data encryption, as seen in Fig. 1 [11]. Hospitals must 
encrypt patient health information (PHI) in EHR systems under HIPAA, hospitals can 
protect patient privacy and save costly regulatory fines associated with data breaches by 
encrypting patient health information when not in use [8]. 

Fig. 1. Encrypt data 

Symmetric Encryption. Encrypting and decrypting data only requires a single secret 
key, symmetric encryption is a well-known and ancient method, either a word, a number, 
or a random string of characters can be used as the secret key, to alter the message’s 
content in a certain way, it is combined with the plaintext. To encrypt and decode any 
message, both the sender and the recipient must know the secret key, as seen in Fig. 2 
metric encryption techniques include DES, RC4, RC5, RC6, AES, and Blowfish. AES-
128; AES-192; and AES-256 are the most widely used symmetric algorithms, symmetric 
key encryption has the primary drawback of requiring all parties to exchange the encryp-
tion key to decrypt the data more quickly [15]. Its implementation is faster because it 
only requires one key for both encryption and decryption, that encryption technique is 
quicker and more effective, therefore, databases and other huge data sets are encrypted 
using symmetric encryption, though it is less used now that asymmetric encryption is a 
safer choice, it can still be used to encrypt tiny data collections [16]. 

Asymmetric Encryption. This kind of encryption uses two keys: one for encryption and 
the other for decryption; the public key is sent publicly and kept private, guaranteeing that 
only the intended recipient can decrypt the message, as seen in Fig. 3 [14]. As a result, 
asymmetric encryption is considered to be more secure than symmetric encryption; 
for competitive interaction with each other, a separate method is used to generate a
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Fig. 2. Symmetric encryption 

proportionate public key and a private key, even with knowledge of the alternatives 
paired key, the third alternative cannot be implemented successfully unless it has a 
greater length (128 or 256 bits) [17]. 

Credit card numbers, user information, passwords, and other private information 
are protected using asymmetric encryption. Additionally, it offers two parties a secure 
avenue for communication, and users can feel safe knowing that their data is protected 
from harmful intent and that only authorized parties can access it, thanks to asymmetric 
encryption [9]. The basis of asymmetric encryption is the creation of strong keys [11]. 
Using several encryption techniques rather than just one is the best practice for encryp-
tion; there may be times when you need to employ alternative encryption techniques 
because not everyone is proficient in using public key encryption; the RSA algorithm is 
one of the most significant instances of an asymmetric encryption algorithm [16]. 

Fig. 3. Asymmetric encryption
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1.4 Blockchain Technology 

Blockchain is a peer-to-peer network-based distributed ledger system that multiple users 
manage. An administrator or centralized control system for data storage is not required 
for this technology to operate since data is extensively distributed among many nodes, 
and replication and encryption help preserve its quality [1]. 

According to a paper written by Nakamoto, the original proposal for Blockchain was 
made on October 31, 2008; he developed the idea for Bitcoin transactions on a website 
that lets peers send money to each other online without using a bank [7]. Advanced 
technologies in the field of health care have led to improving the process of storing and 
using data; it involves taking advantage of blockchain technology to facilitate the safe 
preservation of data; advanced blockchain features can save data by the patient himself 
or some competent authorities without the need for a third party, which increases data 
security, it is easier to access the use of blockchain technology [6]. 

In addition to serving as a transaction and access management system, blockchain 
technology is a good way to deliver accurate and trustworthy data for patients’ benefit 
and intentional medical treatment; in recent years, Block-chain has also demonstrated 
optimal reliability in some other industries, including banking, healthcare, smart homes, 
information storage management, security, and more, in a distributed system, all peers 
share and update block-chain data [18]. Data blocks are linked chronologically, as seen 
in Fig. 4 and Fig. 5 [17, 18]. Hash functions add blocks to the Blockchain following 
a consensus process; the mechanism notifies all peers of each new block, and a hash 
function adds new blocks to the Blockchain as peers receive them; blocks are connected 
such that each block keeps the previous block’s hash value [15]. 

Fig. 4. Blockchain structure 

Even though the majority of people are not yet familiar with this technology, making 
the interface sufficiently user-friendly and teaching users how to take full of it could 
lead to improvements in health outcomes, additionally, blockchain technology could 
provide a means of controlling who has access to EHRs, potentially improving inter-
operability while protecting data security and privacy [5]. Blockchain technology can 
help overcome the limitations of the traditional centralized system, which has a severe 
lack of interoperability, with the use of blockchain technology, the patient’s data can be 
managed into a single record that is owned, and the patient information on all medical 
services will be kept up-to-date and accessible in a format that they can use at any time, 
from anywhere [1].
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Fig. 5. Chain of blocks in a blockchain 

1.5 Types of Blockchain 

There are three main types of decentralized or distributed blockchain networks, public 
blockchain networks, private blockchain networks, and consortium blockchains, the 
most important and most widely used of these types are the public blockchain and the 
private blockchain [19]. 

Public Blockchain. These blockchains are characterized by being open, available to 
everyone, and transparent, anyone can see transactions and participate in the consensus 
process, and anyone can join them without restrictions or conditions, decisions are made 
using a decentralized consensus system because there is no one responsible [7]. This 
technology is safer than other techniques or types because copies of blockchain records 
are distributed across many computers [8]. In a decentralized network, which makes 
them difficult to manipulate and easy to verify, but they are slower, and allowing anyone 
to participate causes many problems due to the unknown nature of the people and their 
intentions to use this network for illegal purposes [19]. Ethereum and Bitcoin are both 
examples of it, as seen in Fig. 6. A and Fig. 6. B, so the public blockchain is considered 
the first type that was found and dealt with on the ground, it is also called a permissionless 
chain, meaning it does not need permission to enter or leave the network [1, 18]. 

Private Blockchain. Private blockchains have access features but are not public or 
open, with the assistance of the system administrator, this blockchain permits the trans-
action, this kind of blockchain is limited to closed systems and networks, Private chains 
give priority to the speed of the system, as they do not care about central points of failure 
to the same degree as public blockchains [19]. They are the most suitable option for 
individuals or institutions that want to have complete control and maintain the confi-
dentiality of information [7]. A private blockchain is a restricted network where only 
authorized entities can participate, providing an enhanced level of privacy and security
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Fig. 6. A: Ethereum B: Bitcoin 

[10]. As the most exclusive subset of permission blockchains, it’s typically governed 
by a single organization with authority over transaction validation, consensus rules, 
and network maintenance [13]. It is designed to enable secure data sharing, transparent 
record-keeping, and streamlined operations within a closed ecosystem while retaining 
complete control over who can access and participate in the network [8]. 

Consortium Blockchain. A consortium blockchain, sometimes referred to as a fed-
erated blockchain, is overseen by several organizations as opposed to just one, here, 
the consortium’s organizational members work together to manage the decentralized 
blockchain, unlike private blockchains, which are governed by consensus mechanisms 
managed by predetermined centralized nodes, consortium blockchain systems do away 
with the issues that arise from having a single controlling entity for the network [18]. In 
this blockchain, the validator node is responsible for initiating, receiving, and validating 
transactions on the network [8]. 

Many banks can create a consortium blockchain, in which the participating insti-
tutions choose which nodes validate transactions, supply chains, and research groups 
may also use this blockchain-based transaction management system [10]. A consortium 
blockchain combines elements of both public and private blockchains; it is semi-private 
and has control over the blockchain network shared by several reliable organizations, 
each network member has specific rights and responsibilities, and the network unites var-
ious stakeholders to benefit from decentralization without complete transparency [19]. 
Consortium blockchains are widely used in fields including finance, supply chains, and 
healthcare because they facilitate shared control and transparency and reduce the risk of 
a single point of failure [18]. This type is a semi-decentralized blend of public and private 
blockchains, certain regulatory nodes confirm and authenticate transactions or blocks, 
so the validity of the miner blocks is contingent upon their acceptance and signature by 
these controlling nodes [10]. 

1.6 The Most Important Algorithms Used with Blockchain Technology 

Hashing Algorithms. Cryptographic hashing is the technique of encoding data or infor-
mation on the blockchain into unreadable, immutable, and unbackable text, this tech-
nique of encryption does not require keys, but rather a cipher to generate a hash value 
of a specified length from the plaintext [17]. Using a hash technique, any plaintext data 
can be converted into a unique string of text, no matter how long the input value is,
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the hash will always be the same length, once done, this operation cannot be reversed 
[7]. Any slight alteration to the input will provide a different output, this simplifies and 
accelerates threat detection, enhancing security, the most popular hash algorithm used 
by blockchains nowadays is SHA-256 [20]. 

Consensus Algorithms. Consensus methods are mechanisms that guarantee that the 
current state of the shared ledger is agreed upon by all blockchain nodes [16]. Mecha-
nisms like Proof of Work (PoW) and Proof of Stake (PoS), which require several parties 
to validate transactions to prevent fraud and guarantee that each transaction is correct 
and secure, are essential to maintaining the integrity and security of the blockchain [19]. 

Proof-of-Work (PoW) Consensus Algorithm. It is a decentralized consensus mechanism 
that requires network members to put effort into solving the encryption puzzle and 
requires large amounts of energy to prove the authenticity of the block and add it to the 
set of blocks already present in the network [17]. A large amount of processing power is 
needed to solve intricate mathematical problems known as cryptographic hash functions 
or hashes for short, as seen in Fig. 7 [18]. 

Fig. 7. Proof-of-work (PoW) consensus methodology
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Proof-of-Stack (PoS) Consensus Algorithm. Consensus algorithm for blockchain net-
works that relies on randomly selected validators who stake the network’s native tokens 
by locking them in the blockchain, to verify and add new blocks, it was first released 
with Bitcoin, as shown in Fig. 8 [19]. It is more scalable than the energy-intensive POW 
algorithm and acts as an alternative [13]. 

Encryption Algorithms. An encryption algorithm is a collection of mathematical pro-
cedures and guidelines used to transform unencrypted plaintext data into encrypted 
ciphertext data, making it more difficult for unauthorized parties to access or decrypt 
the original data without the right decryption key [11]. Encryption, to put it simply, is 
the idea of protecting data by transformation; an encryption algorithm is the particular 
encryption technique or approach that is applied to carry out that change [9]. Depend-
ing on the security, speed, and resource requirements, different encryption algorithms 
may be better suited for the data types or applications, as an illustration, symmetric 
key algorithms are quick but less safe for data transmission, asymmetric key algorithms 
are slower but better suited for encrypting data in transit, and hash functions use data 
to generate fixed-length hash codes [15]. Data integrity verification and cryptographic 
techniques like DES, AES, RSA, and ECC are appropriate. Until now, the two most 
significant and often utilized algorithms are the symmetric encryption algorithm AES 
and the asymmetric encryption technique RSA [16]. 

Advanced Encryption Standard (AES). AES is a powerful encryption technique, used 
to safeguard data. It is commonly used to encrypt confidential and sensitive data in a 
variety of applications, including e-commerce and secure online communication, this 
technique encrypts and decrypts data using a secret key, making it a highly attack-
resistant algorithm. Joan Daemen and Vincent Rijmen developed and executed it in 2001 
[14]. It is a symmetric encryption method known for its strength and speed, making it a 
popular choice for securing sensitive data [16]. 

In blockchain, AES can be used to encrypt transaction data, ensuring that even 
if it is intercepted, it cannot be decoded without the key, its robustness makes it a 
dependable solution for preventing data breaches [14]. It contains three block ciphers, 
or cryptographic keys: AES-128 encrypts and decrypts message blocks with a key length 
of 128 bits, AES-192 encrypts and decrypts message blocks with a key length of 192 
bits, AES-256 encrypts and decrypts message blocks with a key length of 256 bits [16]. 
Each cipher encrypts and decrypts data in 128-bit blocks with 128, 192, and 256-bit 
cryptographic keys, respectively, the 128-bit, 192-bit, and 256-bit keys go through 10, 
12, and 14 rounds of encryption, respectively [11]. 

An encryption round consists of multiple processing processes resulting in the final 
ciphertext output, such as mixing, transposition, and plaintext input [14]. The more 
rounds there are, the harder it is to crack the encryption and the more secure the original 
data is, data is modified in multiple ways by AES [16]. The data is initially put in an 
array, and the cipher modifications are then repeated over several encryption cycles, 
the first transformation involves data substitution using a substitution table and present 
encryption, while the second shifts all of the data rows by one, except for the first row, 
as seen in Fig. 9 [21].
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Fig. 8. Proof of Stake (PoS) consensus methodology 

Rivest Shamir Adleman (RSA). One of the encryption techniques that employ asymmet-
ric encryption is public key cryptography, or RSA encryption, named after its developers, 
Ron Rivest, Adi Shamir, and Leonard Adleman, it was established in 1977, and it was 
the first in its class to be able to perform the dual tasks of encrypting data for confiden-
tial, the well-known public-key or asymmetric cryptographic technique Rivest Shamir 
Adleman (RSA) encrypts sensitive data to keep it safe [11]. Considering the number 
theory, it is heavily reliant on the computing challenges associated with factoring large 
prime numbers [16]. 

The public key is used in this encryption process to convert plaintext data into 
unintelligible ciphertext, this public-key encryption is made so that only the relevant 
private key from the key pair can decrypt the ciphertext and restore the original plaintext, 
it is well-known for its strength and dependability in the field of public key cryptography, 
as seen in Fig. 10 [21]. 

The public key used in the encryption process is disclosed openly without endanger-
ing the security of the private key due to the intricate mathematical link between the two 
[13]. Because of this, the key pair offers an extremely safe way to encrypt and decrypt 
data, which is why it’s used so frequently in industries like email encryption, online 
banking, e-commerce, and more [14]. The concept behind this algorithm is that a large
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Fig. 9. AES algorithm 

integer is hard to factorize, the public key is made up of two numbers, one of which is 
a product of two large prime numbers, and the private key is also made up of the same 
two prime numbers, this means that if the large number is factorized, the private key is 
vulnerable [14]. 

RSA is secure as long as the keys are chosen carefully. On the other hand, AES 
encryption strength is always determined by the size of the key; so, longer keys offer 
higher security [15]. AES is primarily used for encrypting data at rest, while RSA is 
used for digital signatures. Together, they cover the majority of digital encryption needs 
that the algorithm demonstrates, Table 1 illustrates the comparison between the AES 
and RSA algorithms [16]. 

1.7 Advantages of Blockchain 

The primary benefit of blockchain technology over traditional methods for managing 
healthcare databases is that it provides decentralized administration without a central 
management intermediary for oversight, and blockchain provides immutable blocks to 
safeguard sensitive data. It offers data provenance that can be utilized for digital asset 
management, including patient consent [10]. The owner alone can change the data using 
cryptographic methods; blockchain now ensures data accessibility and dependability,
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Fig. 10. RSA algorithm 

Table 1. Comparison between AES and RSA algorithms 

Features AES RSA 

Key type Symmetric Asymmetric 

Key size 128 bits No specified 

Block size 128 bits, 192 bits, 256 bits No specified 

Speed Fast Slow 

Security Highest security Least secure 

Power Low High

and only the patient’s private key can decode the encrypted data [6]. Using data faster, 
adopting blockchain technology in the field of healthcare accelerates the process of 
saving and accessing important data for patients, which proves that it is invaluable, 
especially in time-sensitive situations; this acceleration plays in access to data plays an 
important role in simplifying the care delivery process [7]. Data security and protection 
from tampering, in addition to serving as a transaction and access management system 
[8]. 
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This study supports using databases for data storage and sharing for many reasons. 
First, the database is the most often used and versatile technology for letting users or 
clients communicate with programs. It is also used for data organization, storage, and 
analysis. Second, most application developers can easily understand and utilize funda-
mental database functions. Third, databases allow storing and retrieving vast amounts of 
data across several domains. Most contemporary databases, particularly NoSQL ones, 
are designed to handle large amounts of unstructured data well. Even if there are several 
methods for storing data in unique policies and frameworks, security and data loss remain 
a challenge. By building a unique database for the patient that contains all information 
and storing it in sequential blocks, we can use blockchain technology to create a security 
system that preserves patient data much better than other systems. 

This is possible after looking at the features and characteristics of blockchain technol-
ogy. All patients have blocks containing their data separately as a block for each patient. 
So, receiving a unique identification is only available to certain authorized authorities, 
enabling them to add and manage data. 

2 Literature Review 

Despite its advantages, blockchain faces significant challenges in healthcare appli-
cations, including low transaction throughput, computational overhead, and regula-
tory constraints. To overcome these limitations, researchers have explored integrating 
blockchain with deep learning algorithms, leveraging artificial intelligence to process 
large-scale medical data, detect patterns, and enhance decision-making. This hybrid app-
roach enables secure and scalable healthcare data management, ensuring efficient data 
sharing without compromising patient confidentiality [18]. 

The integration of blockchain with deep learning presents multiple benefits, includ-
ing enhanced data security, automated fraud detection, and improved clinical decision-
making. Additionally, smart contracts within blockchain networks ensure that every 
transaction and data modification is recorded transparently, preventing unauthorized 
alterations. However, challenges such as computational complexity, interoperability with 
existing systems, and compliance with healthcare regulations must be addressed for 
widespread adoption [6]. 

Several emerging technologies can be integrated with blockchain to enhance its 
applications in healthcare. IoT devices can provide real-time, secure patient data record-
ing, while cloud computing offers scalable, encrypted storage solutions. Additionally, 
encryption ensures privacy by enabling computations on encrypted data. These tech-
nologies, when combined with blockchain, improve data security, scalability, and overall 
system efficiency in healthcare [5]. 

3 Related Works 

Almaiah et al., 2022 [13], the authors used blockchain (BC) to provide a deep learning 
architecture with dual levels of security and anonymity. First, outline how a specific BC 
approach may be modeled to simulate its functionality; this modeling includes proof-of-
work capabilities for each participating entity’s registration, validation, and verification,
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which are enhanced by using smart contracts for security and privacy. Lastly, imple-
mented a DL technique integrating hybrid privacy intrusion detection systems with 
BLSTM for VAE. 

Khan et al., 2022 [20], this study proposed the use of the Hyperledger blockchain 
framework for creating a secure network that ensures transparency and integrity in shar-
ing medical data between organizations. Hyperledger Fabric, an open-source blockchain 
framework, was used to build private, secure networks while maintaining transaction 
transparency. The authors also used Peer-to-Peer (P2P) networks to allow direct inter-
actions between parties without the need for centralized servers, further enhancing 
security. 

Lakhan et al., 2024 [22], the authors explored scheduling and offloading issues 
in the Internet of Medical Things (IoMT) systems and applied Deep Reinforcement 
Learning (DRL) to optimize these processes. DRL is a machine learning approach where 
systems are trained to make better decisions through interaction with the environment. 
Blockchain was integrated to ensure security and transparency during the execution of 
these processes. 

Lakhan et al., 2022 [23], proposed the Lightweight Secure Efficient Offloading 
Scheme (LSEOS), which optimizes task offloading through a pre-obtained schedul-
ing mechanism. One of the key advantages of LSEOS is its ability to reduce offloading 
delays compared to existing methods while maintaining both security and lightweight 
execution. The primary goal of LSEOS is to enable task execution on alternative nodes, 
thereby reducing latency and mitigating security threats. Moreover, LSEOS is a multi-
purpose metaheuristic framework that integrates scheduling, sorting, adaptive deadlines, 
and neighborhood search schemes to enhance efficiency and performance. 

Kumar et al., 2021 [24], this study proposed a smart contract-based blockchain 
in Interplanetary File Systems (IPFS) to store data securely. IPFS is an open-source 
protocol that enables distributed data storage across multiple nodes, enhancing security 
and efficiency in storing medical data in IoMT-based healthcare systems. 

Alqaralleh et al., 2021 [25], many other DL models have researched the security 
of the Internet of Medical Things (IoMT) environment; one such model proposed a 
design that uses a BC-based picture transmission and diagnosis system to safeguard 
this structure to acquire the best key generation for ECC, the elliptic curve ECC was 
implemented first, followed by the use of the Grasshopper and Froot Fly Optimization 
(GO-FFO) methods in combination, ultimately, a DBN was used to identify the illnesses 
that were present. 

Al-Otaibi, 2022 [26], included Machine Learning-based secure authentication. He 
proposes KNN-MLSC to authenticate and identify IoMT platform threats, a Smart 
contract Random Forest with RF-MLSC. 

Zakzouk et al., 2023 [27], suggest that a smart healthcare system that leverages 
BC technology to protect patient privacy could include BC-based electronic medical 
records (EMR) management. Their paradigm allows off-chain document storage without 
compromising medical data. 

Karthik et al., 2023 [28], the authors suggested utilizing hybrid Elman Neural-based 
Blow-fish BC to protect healthcare data on the Internet of Things; training multimedia 
data was continuously monitored by the Elman network to identify unusual behaviors.
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Albakri et al., 2023 [29], this work suggested combining blockchain with Homo-
morphic Encryption for medical image protection. Homomorphic Encryption allows 
the processing of encrypted data without decryption, enhancing privacy when storing 
medical data on the blockchain (Table 2 and Fig. 11). 

Table 2. Summary of blockchain technology and deep learning utilized in medical fields 

Author(s) Description Key Features Dataset Results Limitations 

Almaiah 
et al., 
2022 [13] 

DL framework 
based on BC  
for dual 
security and 
privacy, 
including 
BLSTM for 
VAE and IDS 

Smart 
contract-enhanced 
proof-of-work, 
BLSTM for VAE, 
IDS 

IoT-Botnet 
and ToN-IoT 
link 

Time 
processing: 
20 ms 

It has been 
applied in 
simulated 
environments, 
and the 
model’s 
performance 
has not been 
verified in a 
real 
environment 

Khan 
et al., 
2022 [20] 

Boot, a BC 
Hyperledger 
fabric-assisted 
consortium for 
secure health 
transactions 

Serverless P2P 
network, 
consensus 
mechanism to 
reduce resource 
limitations 

Medical data 
from patient 
end to 
service 
delivery via 
wireless 
sensor-based 
RFID and 
daily data 
generation 

Reduces 
computational 
cost by 
26.13%, and 
robust 
medical node 
generation 
increases to 
60.37% 

The limited 
data size 
depends on 
the specific 
data size 

Lakhan 
et al., 
2024 [22] 

Evaluate 
offloading and 
scheduling 
issues for 
medical 
workflow in 
IoMT 
fog-cloud 
platforms 

DRL for 
offloading and 
scheduling, 
Markov problem, 
multi-criteria 
offloading 

Privacy data Lower 
relative 
percentage 
difference 
(RPD%) 

Scalability is 
difficulty in 
achieving a 
high-security 
level with the 
continuity of 
various 
challenges of 
cyberattacks 

(continued)

4 Challenges and Future Directions 

While blockchain technology is promising for patient data management systems, several 
impediments hinder its widespread use. Scalability remains a concern, particularly with 
many public blockchains, as all nodes participate in the same consensus, putting scala-
bility at risk. This can result in slow transaction processing times and low throughput.
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Table 2. (continued)

Author(s) Description Key Features Dataset Results Limitations

Lakhan 
et al., 
2022 [23] 

LSEOS 
method for 
lightweight, 
secure 
offloading and 
scheduling in 
IoMT 

Reduced 
offloading delay, 
neighborhood 
search schemes, 
and adaptive 
deadlines 

Local 
institution 
servers (data 
not publicly 
available) 

Outperforms 
available 
methods by 
10% in 
security ratio 
and 29% in 
delay 
reduction 

Complexity 
of distribution 
across 
different 
systems and 
integration 
with existing 
systems 

Kumar 
et al., 
2021 [24] 

Contract-based 
consortium BC 
technique with 
IPFS for IoMT 
healthcare 

Authentication 
and security of 
devices, safe 
storage, smart 
contracts 

Real-time 
data of 
patients and 
patient 
monitoring 
system 

Block 
creation and 
access times 
are consistent 
across 
different 
transaction 
volumes and 
peer counts 

Performance 
and speed, are 
performance 
efficiency 
issues, 
especially 
when it comes 
to processing 
data quickly 
in real-time 

Alqaralleh 
et al., 
2021 [25] 

DL with 
BC-based 
secured image 
transmission 
and diagnosis 
for IoMT 

ECC for initial 
security, GO-FFO 
optimization, and 
DBN for disease 
detection 

Sensing data 
from various 
IoT devices 

Sensitivity of 
96.73%, 
specificity of 
97.91%, 
accuracy of 
98.96% 

System 
performance 
and 
efficiency: 
System 
performance 
is affected by 
increasing the 
image size or 
the number of 
connected 
devices 

Al-Otaibi, 
2022 [26] 

Secure 
authentication 
method using 
ML and KNN 
with a smart 
contract for 
IoMT 

Attack detection, 
KNN-MLSC, 
enhanced security 
for IoMT 

Privacy 
preservation 
of medical 
data 

The accuracy 
of 
KNN-MLSC 
is 0.96 
compared to 
conventional 
KNN 

Resource 
Consumption: 
Implementing 
blockchain 
technology 
with KNN 
requires large 
computational 
resources to 
process data 

(continued)

Significant issues for healthcare systems that require quick and up-to-date data access 
in real-time.
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Table 2. (continued)

Author(s) Description Key Features Dataset Results Limitations

Zakzouk 
et al., 
2023 [27] 

BC-based 
EMR 
management 
model for 
smart 
healthcare 

Off-chain storage, 
data authenticity, 
and integrity, 
privacy protection 

Privacy data Not specified Security 
against 
attacks, 
attacks may 
be 
sophisticated 
such as 
majority 
attack (51% 
attack) or on 
off-chain data 

Karthik 
et al., 
2023 [28] 

Hybrid Elman 
Neural-based 
Blowfish BC 
approach for 
healthcare data 
security 

Continuous 
monitoring, 
abnormal activity 
prediction, and 
multimedia data 
security 

Data sharing 
is not 
applicable 
(no datasets 
were 
generated or 
analyzed) 

Results not 
specified 

The high cost 
of 
implementing 
blockchain 
and AI 
technology 

Albakri 
et al., 
2023 [29] 

Lionized 
Golden 
Eagle-based 
Homomorphic 
Elapid 
Security 
(LGE-HES) 
with BC 

Hash operations 
for medical image 
privacy, and 
enhanced security 

CT pictures 
and MRI 
image 
datasets 

Maximum 
PSNR of 
63 dB, 
minimum 
MSE of 
0.003, 
encryption 
and 
decryption 
times of 69 
and 76.09 ms 
respectively 

The 
complexity of 
the system 
requires its 
adoption in 
institutions, 
which 
requires 
extensive 
training of 
employees 
and 
overcoming 
technical 
obstacles 

Privacy and security also pose challenges. Although blockchain inherently provides 
strong data integrity and security, ensuring privacy for sensitive patient data is particularly 
challenging. Encrypting data before placing it on a blockchain can secure it, but this 
increases computing overhead and complexity. 

Interoperability is another major challenge. Blockchain must replace existing sys-
tems and work seamlessly with many electronic health record (EHR) systems. Standard-
izing data exchange and interoperability requirements is important for different systems 
to communicate and exchange data formats effectively.
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Fig. 11. Combined Metrics for related work 

Compliance with regulations around healthcare data management is also a critical 
issue. Numerous data privacy acts, such as HIPAA in the US and GDPR in Europe, 
must be strictly adhered to, which can introduce complicated and expensive measures 
to ensure blockchain implementations do not violate these regulations. 

To protect private patient data, privacy-preserving techniques, such as zero-
knowledge proofs and homomorphic encryption, need to be developed. Defining a stan-
dard protocol and data format for interoperability across healthcare systems is crucial. 
Crafting regulatory frameworks that encourage blockchain innovation while ensuring 
compliance is also essential. 

Overcoming these issues will enable blockchain to revolutionize patient data man-
agement with secure, fast, and transparent storage systems for patients and healthcare 
professionals. 

5 Contributions 

Building on our previous research vision, we aim to develop an innovative blockchain-
based system for managing patient data, providing enhanced security, scalability, and 
privacy while addressing the ongoing challenges in medical data protection and mod-
ification. This study proposes a robust approach by integrating blockchain technology 
with AES encryption, ensuring the security, transparency, and accessibility of sensitive 
patient data. 

The methodology for implementing the proposed system follows a structured app-
roach to data acquisition, encryption, and storage. Data collection is performed from 
various sources, including CSV files and medical image data, which are then securely 
encrypted using AES before being stored on the blockchain. This integration ensures 
that only authorized individuals can access the encrypted data, safeguarding it against 
unauthorized access or tampering.
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The blockchain implementation involves the creation of a genesis block and subse-
quent blocks, each containing encrypted patient information. These blocks are crypto-
graphically linked, forming an immutable chain. To maintain the integrity and security 
of the data, a proof-of-work system is employed, ensuring that all data transactions 
are validated and cannot be altered retroactively. Our system’s performance evaluation 
revealed that while encryption incurs additional computational and storage costs, the 
trade-off is essential for significantly enhancing data security, a critical consideration 
when managing healthcare data. 

By leveraging the Flask framework, we ensure that the system is not only secure 
but also user-friendly and scalable. The Flask framework simplifies integration with 
the blockchain and encryption modules, offering an efficient, lightweight solution for 
real-time access and data retrieval. AES encryption was selected for its optimal balance 
between data protection and system performance, providing strong encryption without 
severely compromising processing speed. 

This research demonstrates that blockchain combined with AES encryption is a 
promising solution for securing healthcare data and preventing unauthorized modi-
fication, offering an effective safeguard for patient privacy. Future developments in 
blockchain and encryption technologies hold the potential to further enhance the secu-
rity and integrity of healthcare information systems, thereby increasing trust in digital 
healthcare infrastructures. 

. 

6 Conclusion 

The current state of patient data management systems presents several fundamental 
issues that blockchain technology offers a promising solution to address. With its 
inherent immutability and security at multiple levels, blockchain raises the question 
of how to store complete patient details across the entire ledger. Integrating blockchain 
with AI (especially Deep Learning) brings additional benefits, such as enhanced ana-
lytics, improved decision-making capabilities, and the potential for distributed-scale 
processing. 

However, the application of blockchain in healthcare is not without its challenges. To 
fully realize the expected benefits, scalability, privacy, interoperability, and regulatory 
compliance issues must be adequately resolved. Addressing these challenges will require 
ongoing research and innovation, including improvements to consensus mechanisms, 
advancements in encryption methods, standardization of data protocols, and enhanced 
regulatory frameworks. 
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Abstract. The identification of fruit diseases is significantly enhanced through 
the application of Artificial Intelligence (AI) techniques in agriculture, enabling 
early detection and effective management strategies. This advancement is crucial 
for improving the quality of produce to meet global demands, ultimately benefiting 
the growing human population by mitigating the spread of plant diseases. The study 
used a robust dataset comprising 5,800 images of dragon fruit, categorized into 
fresh and defective types, sourced from reliable repositories. A comprehensive 
methodology was employed, consisting of six phases: dataset acquisition, pre-
processing, model development, model evaluation, model complexity analysis, 
and the implementation of a web application. Various deep learning frameworks, 
including VGG-16, MobileNetV2, and DeiT, were used for the classification of 
dragon fruit diseases, with the VGG16 model achieving the highest accuracy of 
99.71%. This study not only demonstrates the effectiveness of deep learning mod-
els in disease detection but also contributes to the development of automated tools 
for quality control in the fruit industry, thereby enhancing agricultural productivity 
and food security. 

Keywords: Artificial Intelligence · Dragonfruit · Deep Learning · 
Hyperparameters · Machine Learning · Vision Transformer · VGG-16 

1 Introduction 

Dragon fruit, or Pitahaya, has emerged as a highly sought-after tropical fruit. Produc-
tion has gained significant momentum in recent years, especially in Southeast Asia, 
where countries like Vietnam, China, and Indonesia account for over 93% of global 
output [1]. Among these, Vietnam is the largest producer, contributing over 50% of 
the global output and annual production of more than 1 million metric tons [2]. The 
fruit’s appearance and unique flavor have made it popular in both domestic and interna-
tional markets, leading to increased export demand. However, the dragonfruit industry 
faces significant challenges related to quality control and disease management, which 
threaten its profitability and sustainability. The most destructive diseases affecting drag-
onfruit include bacterial and fungal infections. One of the most severe bacterial threats
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is Neoscytalidium dimidiatum, which is particularly prevalent in warm, humid climates, 
such as southern Florida, where it can cause up to 60–80% reductions in market value 
due to unsightly lesions [3]. Additionally, the fungus Botryosphaeria dothidea can cause 
blotchy red and brown spots on cactus stems, reducing plant vigor and fruit production 
by up to 44% [4]. The incidence of this disease has increased because of unsterile prun-
ing practices. Fungal diseases, including anthracnose (Colletotrichum gloeosporioides) 
and black spots (Alternaria alternata), further complicate production, leading to quality 
issues postharvest [5]. In Latin America, dragon fruit is subjected to serious produc-
tion challenges because of diseases that affect its quality and yield. An example is the 
fungus Drechslera cactivora in Colombi. Duringh during the 1990s, the area planted 
with yellow pitahaya Selenicereus megalanthus was reduced by 93%, from 4,000 ha to 
only 250 ha without biosecurity [6]. Dragon fruit has many quality requirements for 
import into Peru because the sanitary authorities do not have an optimal phytosanitary 
protocol. According to SENASA [7], 6,198 kilos of pitahaya from Ecuador were seized 
at a checkpoint located in the border town of Tumbes in 2021. However, AgroFest [8] 
reported that in Peru, the production of dragon fruit of the american beauty or red vari-
ety grew by $212,676, with the main destination being the Netherlands. In addition, 
inadequate sorting and grading practices intensify these issues, highlighting the need for 
effective disease management strategies to enhance the overall quality and sustainabil-
ity of dragonfruit cultivation. These statistical data on dragon fruit wastage suggests the 
need to continuously adapt and improve quality control tools, including the integration 
of AI technologies. Throughout this article, the methodological details of how these AI 
algorithms were implemented and compared will be discussed, along with a detailed 
evaluation of their results. In addition, the construction of a web page to control the 
quality of dragon fruit will be mentioned. Our goal is to contribute to the advancement 
of exotic fruit quality control practices, improve the possibilities for timely detection of 
spoiled fruit, and provide a basis for future research in this important field. 

2 Related Work 

Md. Arban H. et al. [9] in research paper “Deep learning for mango leaf disease iden-
tification: A vision transformer perspective” for Heliyon magazín, the objective of the 
study was to evaluate the performance of Vision Transformers (ViTs) in mango leaf 
disease identification and compare them with the most popular CNNs. The problem 
raised by the study is that traditional methods employed by farmers, such as visual 
inspection and chemical controls, are inefficient in identifying and preventing diseases 
in mango crops. The database used was from MangoLeafBD, which is composed of 
4,000 mango leaf images from the dataset and classified into eight classes (each class 
composed of 500 images): seven for different diseases and one for healthy leaves. Deep 
learning techniques (such as SqueezeNet, ShuffleNet, EfficientNets and MobileNetV2) 
and image transformation (such as Data-efficient image transformers (DeiT) and Swin-
Transformer) were also employed. The methodology of the proposed research work is 
shown in Fig. 1. 

The methodology of this work had six key phases: Acquisition of the dataset, Pre-
processing, Model development, Model evaluation, Model complexity analysis, and the
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Fig. 1. Proposed methodology 

Implementation of a web and mobile application. Then, the results show that the pro-
posed DeiT model obtained the highest accuracy (99.75%), while SwinTransformer 
achieved 90.50%. In contrast, the model with the lowest accuracy was SqueezeNet. The 
results show that the proposed model is more efficient in classifying different mango 
diseases. 

Parmer P. et al. [10] in their research paper “Identification of Fruit Severity and Dis-
ease Detection using Deep Learning Frameworks” for the IJISAE Journal, the objective 
of the study was the identification of fruit disease severity and detection using deep learn-
ing frameworks, specifically through convolutional neural network (CNN) models. This 
approach seeks to improve crop disease management, which is crucial to ensure food 
security and optimize crop yields. One of the problems identified is the prevalence of 
diseases in fruit crops, which can lead to significant yield losses and affect food security. 
Traditional disease detection methods, which rely on visual inspection, are often subjec-
tive and slow, highlighting the need for more efficient automated solutions. To conduct 
the study, a dataset of healthy and diseased fruit images was collected, covering vari-
ous growth stages and fruit varieties. Each image was labeled with information about 
fruit type, presence of disease and disease severity, which is essential for supervised 
learning. Several deep learning techniques were used, including nine CNN models, such 
as RESNET50-V2, INCEPTION-V3, MOBILENET-V2, INCEPTION-RESNET-V2, 
XCEPTION, MOBILENET, and VGG-16. In addition, data augmentation techniques 
were applied to improve model robustness, including color and position augmentation 
methods. The methodology of the study is shown in Fig. 2. 

It includes several steps: Data Collection, where images of healthy and diseased 
fruits, labeled appropriately, were collected; Preprocessing, where data augmentation
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Fig. 2. Proposed methodology 

and normalization techniques were applied to prepare the images for training; Model 
Training, where models were trained using a training dataset and hyperparameters were 
tuned to optimize performance; and Evaluation, where the performance of the models 
was evaluated on a test set using metrics such as accuracy, recall, and F1-score. The 
results showed that the VGG-16 model achieved the highest accuracy at 96.10%, out-
performing other deep learning models in disease detection. A comprehensive analysis 
of accuracy and other performance metrics was performed, demonstrating the effective-
ness of CNN models in identifying fruit diseases. In the research paper “Fruit Disease’s 
Identification and Classification Using Deep Learning Model” by Mohammed Ahmed 
Matboli et al. [11], the study focuses on the accurate identification and classification of 
diseases affecting fruits, specifically apples and citrus. This paper highlights the chal-
lenges of traditional visual inspection methods, which are prone to error, especially in 
remote farming areas. To address these issues, the authors utilized five transfer learning 
models, including CNN, Inception-V3, and MobileNet_V2, Mobilenets and VGG16, 
to evaluate their effectiveness in disease recognition. The apple dataset included four 
classes (blotch, scab, rot, and healthy) with 5,000 images, while the citrus dataset com-
prised four classes (black spot, citrus scab, citrus canker, and healthy) with 200 images. 
Figure 3 shows how the methodology of the paper unfolds. 

The study’s methodology involved six phases: Image Acquisition, Preprocessing, 
Model Training, Validation, Enhancement, and Reporting. Fruit images (citrus and apple) 
were captured using a camera, followed by preprocessing to remove backgrounds, reduce
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Fig. 3. Proposed methodology 

noise, and normalize data. The processed images were input into a machine learning 
model trained to identify three disease types and a healthy class for each fruit. Kag-
gle datasets were used: citrus (100 training and 50 testing images) and apple (4,500 
training and 500 testing images) with four classes each. A dropout layer improved the 
model generalization. The system generated reports detailing fruit condition and infec-
tion percentage, showcasing effective disease classification. The results showed that the 
customized CNN model outperformed the others, achieving 96.97% accuracy for apple 
diseases and 99.16% for citrus diseases. This study demonstrates the potential of deep 
learning models in enhancing fruit disease detection and aiding farmers with reliable 
automated tools. In the research paper “Automatic Citrus Fruit Disease Detection by Phe-
notyping Using Machine Learning” by Benjamin Doh et al. [12], the authors addressed 
the challenge of identifying citrus fruit diseases to improve agricultural productivity 
with machine learning. To achieve this, the proposed methodology integrates K-Means 
clustering for image segmentation and employs both Artificial Neural Networks (ANN) 
and Support Vector Machine (SVM) classifiers. The process involves extracting key 
phenotypic features such as color, texture, morphology, and structural characteristics of 
diseased areas to classify different infections, including canker, black spot, citrus scab, 
and melanose. The dataset for the study was sourced from Kaggle and focused on train-
ing and testing models with images categorized by disease type. The methodology of 
the study is shown in Fig. 4. 

The methodology of this study had five key phases: Image Acquisition and Contrast 
Enhancement and transformation to a different color space (Preprocessing), Disease 
Segmentation using K-means clustering, Feature Extraction from the segmented images,
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Fig. 4. Proposed methodology 

and Classification using both ANN and multi-class SVM. The results showed that the 
SVM classifier achieved the highest average accuracy (93.12%), surpassing the ANN 
model, which reached 88.96%. The findings highlight that the proposed SVM-based 
method is more effective in detecting and classifying various citrus fruit diseases. 

3 Methodology 

The proposed methodology is based on [9]. The model comprises seven phases: Data 
Acquisition, Preprocessing, Features Vector Extraction, Application of Machine Learn-
ing Models, Application of Deep Learning Models, Evaluation and Implementation of 
Web Application. Subsequently, each stage includes general activities crucial to research 
development. The proposed methodology is illustrated in Fig. 5. 

3.1 Dataset Acquisition 

In the first phase, the first step was to identify the most suitable, reliable and relevant 
data sources. From previous studies, Tania Khatun’s dataset was found to be robust 
and reliable for making predictions related to dragon fruit quality classification. These 
images were manually produced and were collected from the demonstration areas of 
three different locations in Bangladesh. This data contains information on fresh and 
defective dragon fruit. This dataset was also published and accepted in Mendeley Data. 
It is worth mentioning that Mendeley Data, according to Deusto library [13], is a repos-
itory that allows researchers to upload raw data from their research and provides them 
with a DOI to be linked to the websites of important journals such as ScienceDirect 
and cellPres. The dataset was obtained from https://data.mendeley.com/datasets/2jpzbx 
8tm6/1. In addition, Tania Khatun’s dataset is divided into two folders classified into 
dragon fruit quality types: fresh and defect.

https://data.mendeley.com/datasets/2jpzbx8tm6/1
https://data.mendeley.com/datasets/2jpzbx8tm6/1
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Fig. 5. PDCA Methodology with ISO 27001 

This dataset contains 7,200 images with a resolution of 800 × 800 pixels, categorized 
by dragon fruit quality. In addition, from this dataset, 5,800 images were used for training 
and testing, and 1,700 images were used for testing (Fig. 6). 

Fig. 6. Deliverables Model by Phases 

3.2 Preprocessing 

In this phase, data preprocessing is applied to develop the best strategy for distinguishing 
between fresh and defective dragon fruits. Therefore, the proposed method extracts 
features from the background images of a fruit to extract features. Table 1 lists the 
activities.
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Table 1. Processing activities 

Activities Descriptions Tasks 

Normalize the images in the 
dataset 

Adjust the data according to 
the minimum and maximum 
values in the dataset 

Apply a formula to fit an 
algorithm 

Resize the dataset to a specific 
size 

Adjust the image size to 
obtain uniform images. 

Resize some images to the 
specified size 

Increasing the amount of data 
available for model training. 

Increase real-time data by 
time of year 

Apply the Data Augmentation 
technique 

Converting images to 
grayscale. 

Converting RGB images to 
grayscale 

Apply grayscale technique 

Normalize the Images in the Dataset: According to FasterCapital [14], data normal-
ization adjusts the values to a common range. This is crucial because deep learning 
models are sensitive to the scale of the input features. If data are not normalized, some 
features may prevail over others, leading to biased results. By normalizing the pixel 
values, it ensures that the model processes all images equally, thus improving efficiency 
and stability during training. 

Z = X 

255 
(1) 

Where:

• Z : Valor de píxel normalizado en el rango [0, 1].
• X : Valor original del píxel en el rango [0, 255]. 

Resize the Dataset to a Specific Size: Large images can slow webpage loading, neg-
atively impacting user experience. Resizing images allows the images to load faster, 
which improves overall website performance [15]. 

new_hight = height 

aspect_ratio 
(2) 

Where:

• height: Original dimensions of the image
• aspect_ratio: Desired aspect ratio. 

Increasing the Amount of Data Available for Model Training: Modified versions 
of the original images are generated, such as rotating, cropping or enlarging the images. 

Increasing the Amount of Data Available for Model Training: Modified versions 
of the original images are generated, such as rotating, cropping or enlarging the images.
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3.3 Features Vector Extraction 

In this phase, a feature extraction technique was applied: SIFT (see Table 2). 

Table 2. Modeling and Classification 

Activities Description Tasks 

Feature extraction with SIFT Feature extraction for each image 
using the SIFT method 

Image preprocessing 

Apply SIFT 

Store and validate results 

Feature Extraction with SIFT: The feature extraction process using the Scale-
Invariant Feature Transform (SIFT) method involves several steps designed to effectively 
identify and describe key points within an image. The process begins by converting the 
image to grayscale, simplifying its complexity and preparing it for texture and structural 
analysis. Next, a Gaussian scale-space pyramid is constructed, producing multiple levels 
of “blurring” of the original image, each highlighting structural details at a particular 
scale. Differences in the Gaussian scale space are then calculated by subtracting adjacent 
blurred images, capturing crucial features across scales. Finally, key points are identified 
by detecting local maxima and minima within the scale space and orientation [16]. 

3.4 Application of Machine Learning Models 

SVM: A support vector machine represents a powerful algorithm in machine learning, 
which is widely used within the domain of image classification, besides other tasks like 
regression and anomaly detection. Due to its flexibility, it befits visual data analysis and 
can easily be extended for face recognition, handwriting identification, object detection, 
and image-based spam filtering. What makes SVMs unique is that they seek the best 
separating boundary, or hyperplane, which separates classes in a dataset. In this way, 
SVM provides robust classification of categories, whether the classification is binary-for 
example, cat versus dog-or multi-classes-for example, different object identifications. 
Besides that, SVM can handle both linear and nonlinear classifications. For nonlinear 
classification, kernel methods deal with complicated, non-linear relations within the 
image features [17]. 

w · x + b = 0 (3)  

KNN: K-Nearest Neighbors is a technique that the machine learning model will use 
to give an estimation to new data with high accuracy. On analyzing some existing data, 
KNN could estimate an outcome, such as wind power output estimation for usage as a 
power feed to the grid. In KNN, “K” is the number of neighbors taken for a new data 
prediction; higher values of K are usually more reliable for new data predictions. This 
kind of approach can be applied to many different research areas and enables engineers 
to make an approximation of new datasets when working with ongoing studies. KNN
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might be performed using different programming tools, such as Python, which is one 
of the most well-known languages for KNN technique performance. KNN is widely 
versatile, performing very well on small to medium-sized datasets, and supports several 
machine learning models [18]. 

y = 1 
k 

k 

j=1 

yij (4) 

Random Forest: Random Forest is an ensemble learning technique. It creates a suite of 
decision trees during training. Each is made from a random subset of the dataset, and the 
collection of their predictions yields the result. How it works: each of the decision trees 
is trained on a randomly selected sample of the data, whereby at each decision node, 
only a random subset of features is taken into consideration. This randomness brings 
some variability among the trees and helps in reducing the risk of overfitting compared 
to using one decision tree [19]. 

y = mode(T 1(x), T 2(x), ..., TN (x)) (5) 

Parameters for Machine Learning models: Furthermore, the GRID hyperparameter 
configuration was employed with the following parameters for the machine learning 
algorithms:

• SVM: 

– kernel = [‘linear’, ‘rbf’] 
– C = [0.1, 1, 10] 
– gamma = [’scale’, ‘auto’]

• KNN: 

– nneighbors = [3, 5, 7, 10]  
– weights = [‘uniform’, ‘distance’] 
– metrics = [‘euclidean’, ‘manhattan’]

• Random Forest: 

– nestimators = [50, 100, 200] 
– max depth = [None, 10, 20, 30] 
– min samples split = [2, 5, 10]  
– min samples leaf = [1, 2, 4]  

3.5 Application of Deep Learning Models 

VGG-16: VGG16 is a convolutional neural network (CNN) architecture developed by 
the Visual Geometry Group at the University of Oxford, introduced by Simonyan and 
Zisserman [20]. It features 16 convolutional layers with small 3 × 3 filters and stride 1,
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interspersed with max-pooling layers to reduce spatial dimensions. The network’s depth 
increases the number of filters, enabling the model to capture complex and abstract 
features. However, its large filter count makes training computationally intensive. The 
final layers consist of three fully connected layers that consolidate learned features 
for predictions. Pretrained on the extensive ImageNet dataset, VGG16 excels in image 
classification and serves as a versatile base for tasks such as object detection and fine-
tuning. Its effectiveness and wide applicability have made it a cornerstone in computer 
vision research (Fig. 7). 

Fig. 7. Architecture of VGG16. Source: ResearchGate 

Vision Transformer: The Vision Transformer (ViT) is an architecture that adapts the 
transformer model, originally designed for natural language processing, to the domain 
of computer vision. Introduced by Dosovitskiy et al. [21], ViT processes images by first 
dividing them into fixedsize patches, which are then flattened and linearly embedded in 
lower-dimensional vectors. These embeddings are augmented with positional encodings 
to retain spatial information before being fed into a standard transformer encoder [22]. 
The core of the ViT architecture consists of multiple transformer blocks that utilize multi-
head self-attention mechanisms, enabling the model to capture complex dependencies 
and relationships across distant patches within an image. Unlike traditional convolutional 
neural networks (CNNs), which rely on local spatial hierarchies, ViTs excel in learning 
global context and longrange interactions, often outperforming CNNs in various image 
classification tasks when trained on large datasets. This innovative approach has led to 
significant advancements in image recognition capabilities, making ViTs a prominent 
choice in modern computer vision applications (Fig. 8).
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Fig. 8. Architecture of ViT. Source: Juan Sensio 

Inception-V3: Inception-v3 is a sophisticated convolutional neural network (CNN) 
architecture developed by Szegedy et al. [23], designed primarily for image classifica-
tion tasks. This model builds upon its predecessors by incorporating several innovative 
techniques aimed at enhancing efficiency and accuracy. Inception-v3 features a total of 
48 layers, including multiple Inception modules that utilize factorized convolutions to 
reduce computational costs while maintaining performance. For instance, larger con-
volutional kernels, such as 5 × 5, are decomposed into smaller 3 × 3 convolutions, 
minimizing the number of parameters without sacrificing the receptive field size [24]. 
The architecture also employs auxiliary classifiers to provide additional gradient signals 
during training, which helps mitigate the vanishing gradient problem often encoun-
tered in deep networks. Furthermore, Inception-v3 has been shown to achieve lower 
error rates compared to earlier models, making it a popular choice for various computer 
vision applications (Fig. 9). 

Fig. 9. Architecture of Inception-V3
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Parameters for Deep Learning models: The following hyperparameters were also 
used by the deep learning models:

• VGG16: 

– Input shape = (224, 224, 3) 
– Optimizer = ‘Adam’ 
– Epochs = 15 
– Bath Size = 100

• ViT: 

– Input Shape = (224, 224, 3) 
– Optimizer = ‘Adam’ 
– Learning Rate = 0.001 
– Epochs = 15 
– Bath Size = 100

• Inception-V3: 

– Input shape = (224, 224, 3) 
– Optimizer = ‘Adam’ 
– Epochs = 15 
– Bath Size = 100 

3.6 Evaluation 

After training the models on the training dataset, it is important to assess their ability to 
predict unseen data. This unseen data is contained in a test image set. This process plays 
a key role in the model evaluation phase of deep and automated learning. To measure 
the performance of the models, the following metrics were applied: precision, accuracy, 
recall, and F1-score. 

3.7 Web Applications Implementation

• Description of the Web Application Implementation: For the implementation of this 
web application, a full-stack approach was used, combining Python for the backend 
and Quasar for the frontend.

• Backend (Python): The backend was developed using Python, specifically with the 
Flask framework. This server is responsible for loading and serving the trained clas-
sification model. For the page we are using the model that obtained the best results 
(VGG-16), which was previously trained with pitahaya images. The Flask server 
receives the images through HTTP requests, processes them and classifies them using 
the Deep Learning model, returning the result in JSON format. To allow interaction 
with the frontend, the necessary routes and functions were implemented to manage 
the classification of the images.
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• Frontend (Quasar and Vue.js): The frontend of the application was built using 
Quasar, a framework based on Vue.js that facilitates the development of interac-
tive and responsive web applications. The interface allows users to upload a pitahaya 
image using a q-uploader component, which sends the image to the backend for 
classification. Once processed, the system returns the classification result, indicating 
whether the pitahaya is “Fresh” or “Defective,” which is crucial for the quality control 
of this exotic fruit.

• Interaction Between Backend and Frontend: Communication between the frontend 
and backend occurs through HTTP requests (POST), which sends images from the 
client to the server. The backend processes the image, performs the classification 
using the loaded model, and returns the result to the user’s interface in real time. 
This allows users to view the results immediately and make decisions based on the 
provided classification.

• Objective of the Web Application: The main objective of this web application is to 
provide an efficient solution for pitahaya quality control. With the use of AI mod-
els, it ensures that each fruit is accurately classified as either “Fresh” or “Defective” 
contributing to the improvement of the selection and distribution process. The appli-
cation can be used in production and distribution environments, helping to maintain 
high-quality standards in the fruit industry (Fig. 10). 

Fig. 10. Application Web 

4 Results 

For each trained model, the parameters that maximized its performance were identified. 
These parameters, randomly selected, represent the optimal conditions under which each 
model achieves the most accurate results. Figure 11 shows the results obtained in the 
training of the SVM model, while Fig. 12 presents the results of the training of the 
VGG-16 model.
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Fig. 11. Learning Curve of SVM. Source: Own Elaboration 

In Fig. 12, they show the precision and loss curves during training of the VGG-16 
model. The precision of the VGG-16 method increased, and the loss was reduced. 

Fig. 12. (a) Accuracy of the VGG-16 model in the training and validation sets. (b) Loss of the 
VGG-16 model in the training and validation sets 

Figure 13 (a) and (b) show the differences between the training and validation 
accuracy and loss for the VGG-16 model, respectively.
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Fig. 13. (a) Accuracy of the VGG-16 model in the training and validation sets. (b) Loss of the 
VGG-16 model in the training and validation sets. 

The efficacy of the models, evaluated in terms of precision, accuracy, recall, and F1 
score, is presented in Tables 3 and 4. These results reflect the ability of each model to 
make predictions, particularly regarding melanoma detection. 

Table 3. Model results 

Model Feature Extractor Precision Accuracy Recall F1-Score 

SVM SIFT 0.9764 0.9828 0.9897 0.9830 

KNN SIFT 0.9538 0.9707 0.9897 0.9714 

RF SIFT 0.9471 0.9629 0.9812 0.9638 

Table 3 compares the performance of the three machine learning models—SVM, 
KNN, and RF—using the SIFT feature extractor across four evaluation metrics: Pre-
cision, Accuracy, Recall, and F1 Score. SVM demonstrates the highest performance 
overall, achieving a Precision of 0.9764, Accuracy of 0.9828, Recall of 0.9897, and an 
F1 Score of 0.9830, indicating its effectiveness incorrectly identifying positive instances 
while maintaining high reliability in predictions. KNN followed closely with a precision 
of 0.9538 and an accuracy of 0.9707, matching SVM’s recall score, thus showing strong 
identification capabilities as well. Random Forest, while exhibiting the lowest precision 
(0.9471) and accuracy (0.9629), still performs well with a recall of 0.9812, effectively 
capturing the most positive instances. Overall, SVM is preferred for high reliability in 
predictions, KNN offers a good balance in performance, and RF remains a viable option 
despite its slightly lower metrics.
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4.1 Results of Deep Learning 

Table 4. Performance results of Deep Learning Models. 

Model Precision Accuracy Recall F1-Score 

VGG-16 0.9972 0.9971 0.9971 0.9971 

ViT 0.9881 0.9878 0.9879 0.9879 

Inception-V3 0.9950 0.9950 0.9950 0.9950

Table 4 summarizes the performance outcomes of three deep learning models— 
VGG-16, Vision Transformer (ViT), and Inception-V3—assessed through the same 
performance metrics as the machine learning models for better comparability. VGG-
16 stands out with exceptional results, achieving a precision of 0.9972, an accuracy of 
0.9971, and a recall of 0.9971, demonstrating its remarkable ability to accurately identify 
positive instances while maintaining a high level of overall correctness in predictions. 
Inception-V3 also demonstrates strong performance with precision, accuracy, and recall 
all at 0.9950, suggesting that it is highly effective in classification tasks. Meanwhile, the 
Vision Transformer model shows slightly lower performance with a precision of 0.9881 
and an accuracy of 0.9878, along with a recall of 0.9879, indicating that it is still quite 
competent but not as robust as the other two models. Overall, VGG-16 leads in perfor-
mance metrics across the three deep learning models, followed closely by Inception-V3, 
while ViT remains a solid performer in deep learning applications. Compared to the 
three machine learning models, the deep learning models outperformed in the efficacy 
metrics evaluated. 

Figure 14 shows the results of the confusion matrix of the VGG-16 model. The 
confusion matrix for the VGG-16 model provides an overview of its classification per-
formance. This shows that the model predicted 696 instances of “Defect” correctly, with 
only 4 misclassified as “Fresh”. Similarly, it classified 700 instances of “Fresh” correctly, 
with no misclassification as “Defect.” These results indicate that the model has excellent 
classification accuracy, particularly for the “Fresh” category (zero misclassifications). 
The very low misclassification rate for the “Defect” category (4 out of 700) further 
demonstrates its strong reliability. Overall, the matrix highlights VGG-16’s ability to 
distinguish effectively between “Defect” and “Fresh” labels, confirming its suitability 
for the task.
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Fig. 14. Denormalized confusion matrix of the VGG-16 model 

The ROC curve of the VGG-16 model reveals optimal performance, with an area 
under the curve (AUC) of 1.00, which means that it offers immediate identification of 
positive and negative classes, presenting a 100% true positive rate without false positive 
conditioning, among others. But it is also important to take this fact into consideration, 
since such an optimal performance may be motivated by ingredients such as overfitting 
or other characteristics of the data fandoms used (Fig. 15). 

Fig. 15. ROC curve for VGG-16 model 

5 Discussions 

The classification strategy for fresh, defective and tangerine pitahaya proposed in this 
work, based on deep neural networks, has provided highly remarkable results, espe-
cially the VGG-16 model, which has achieved precision, accuracy and F1-score metrics
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approaching 99.7%. The results also illustrate the ability of deep neural networks to 
solve complex problems such as image classification. However, care should be taken 
when evaluating the results obtained, since such high performance may be conditioned 
by the size and quality of the data set, which, although robust, may not be representa-
tive of the full diversity of situations encountered in a real scenario. Comparison with 
other architectures, such as ViT and InceptionV3, ratifies VGG-16 for this task, although 
most of the implemented architectures have shown competitive performance. In turn, 
the combination of traditional deep learning of types such as SVM and feature extrac-
tion using SIFT provides a global context around the flexibility and scalability that the 
proposed solutions for fruit quality control have. Finally, the implementation of a web 
application forms the applicability of the model, facilitating its implementation in real 
production and distribution contexts. Nevertheless, it would be advisable to further refine 
the workflow to reduce possible biases and improve generalization. 

6 Conclusions 

This study addressed pitahaya quality classification by machine and deep learning, using 
a set of 7,200 preprocessed images. The deep learning models outperformed the machine 
learning models, with VGG-16 standing out with 99.72% accuracy and 99.71% in accu-
racy, recall and F1-score, followed by Inception-V3, which obtained 99.50% in all met-
rics. As for machine learning models, SVM was positioned as the best with 97.64% 
accuracy and 98.28% precision, offering a viable alternative when lower computational 
cost is required. The confusion matrix of VGG-16 evidenced only 4 errors in defect clas-
sification and none in fresh fruits, with an AUC of 1.00, confirming its high reliability. 
Furthermore, the implementation of a web application based on this model allows its 
integration in real environments, facilitating automated grading and improving quality 
control in pitahaya production and distribution. These results underline the impact of 
the use of artificial intelligence in the optimization of agricultural processes, promoting 
greater efficiency and sustainability in the industry. 
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Abstract. Clustering algorithms are one of the modern techniques that stem from 
unsupervised machine learning. They work to divide data into subgroups based 
on the degree of similarity of these data to each other. Clustering algorithms 
are classified into two main categories based on how data is assigned to groups, 
which are hard clustering and soft clustering. These algorithms are used in many 
applications such as security, health, finance, and many others. They are frequently 
used in communication networks. Clustering algorithms face many challenges, the 
most prominent of which are determining the number of clusters, high-dimensional 
data, calculating membership degrees, noise, and others. The paper emphasized 
the importance of customizing the choice of algorithm for a specific application 
environment to improve the efficiency and accuracy of clustering. 
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1 Introduction 

The process of organizing unclassified data and dividing it into subgroups (clusters) is 
known as clustering. Clustering plays a major role in unsupervised learning, since the 
goal is to discover features whereby data can be classified and then classify the data
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[1, 2]. Myriad applications of clustering include predicting student performance [3], IT 
applications such as passenger counting [4], and radar classification [5]. Classification 
algorithms divide the network data into groups based on the degree of similarity between 
this data (nodes), and ensure that the data within a group is similar to other data in the 
group, and dissimilar to data in other groups [6]. The ability to collect large quantities of 
data for many different applications has led to the need for new algorithms and systems 
to collect, process and disseminate these large volumes of data. Clustering algorithms 
are used in each of these steps [1]. 

There are many applications and fields in which unclassified data is an essential part. 
Clustering can be used in wireless network planning [11, 12] and it is an inherent part of 
routing in power distribution networks [13, 14], and communication networks [15–17]. 
Clustering is used in identifying the communication protocol being used, in identifying 
patterns of data traffic which correspond to attacks and in grouping users together to 
use the same frequency range or group of codes to reduce interference. Clustering is 
often part of the routing algorithm used for larger networks of stationary and mobile 
networks, including UAV networks and vehicular networks. Some of these applications 
require centralized planning and decision making to make the best possible choice of 
clusters, while others operate in a distributed manner so that the data (or communication 
node) decides which cluster it will join. 

Clustering is a fundamental tool in data analysis [1] and there are several compre-
hensive surveys of clustering algorithms [18, 19]. This work concentrates on presenting 
recent work which uses clustering algorithms for practical applications. This paper sheds 
light on clustering algorithms, how they work, and their classifications, and looks at the 
most prominent challenges they face. It also seeks to explore ways and methods to solve 
them to improve the performance and efficiency of these algorithms in various applica-
tions. In this work the terms data, node and point are used interchangeably to denote the 
data points, which in some cases are nodes in a network. 

The rest of this paper is organized as follows: Sect. 2 addresses some of the challenges 
of clustering algorithms. Section 3 discusses the types of classification algorithms and 
gives examples for each type and Sect. 4 concludes the paper. 

2 Clustering Algorithms: Addressing the Challenges 

Initial decisions in clustering can have a large impact on the final result. The first obstacle 
is the choice of the initial number of clusters that are used [20]. Too many or too few 
clusters can lead to overfitting or underfitting of the data. Many clustering algorithms 
are sensitive initial choice of nodes to begin the clustering process. 

Clusters with irregular shapes present a special difficulty. Data can overlap, or one 
cluster may surround another cluster. Clusters which can be detected easily through 
visual inspection by a person can be very difficult for clustering algorithms to identify. 

Clustering is particularly difficult when the number of dimensions of the data is large. 
High dimensional data is difficult to work with in many ways: it requires more memory 
to store and longer computation time to process. It is important to develop methods of 
clustering which are efficient for large data volumes. 

Hard clustering methods assign each data or node to one cluster. This decision can 
be affected by noise, which decreases accuracy. Soft clustering aims to remedy this by
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giving as output probabilistic information about which cluster the node may belong to 
[21]. The analysis of the output of the soft clustering algorithm may require even more 
computational and memory resources to process. 

3 Classification of Clustering Algorithms 

Clustering algorithms are classified into two main categories: hard clustering and soft 
clustering. Based on how the data was processed and how it was divided into categories, 
each of them is further divided into several subcategories as shown in Fig. 1 [22]. The list 
of clustering algorithms is not comprehensive; however, it presents a broad introduction 
to the most frequently used algorithms. This section describes each category of clustering 
algorithms and gives some examples [23]. 

Fig. 1. Classification of clustering algorithms [21]. 

The difference between hard and soft clustering is based on how data are assigned to 
groups. In hard clustering each data is assigned to a single category. In soft clustering, data 
can belong to more than one cluster, each classification usually comes with a measure of 
the degree of its membership or similarity. Hard clustering algorithms can classify data 
faster, creating a simple single tag output. Soft clustering algorithms can include each 
data into more than one cluster, its membership to these clusters usually comes with a 
number representing its degree of membership. This allows for representation of more 
intricate patterns and relationships in the data which can be further processed.
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3.1 Hard Clustering 

3.1.1. Partition algorithms 
3.1.2. Hierarchical algorithms 
3.1.3. Density algorithms 
3.1.4. Spectral clustering algorithms 
3.1.5. Heuristic clustering algorithms 

3.1.1 Partition Algorithms 

Perhaps the most well-known clustering algorithms is the K means algorithm [24]. This 
algorithm is an example of a graph partitioning clustering algorithm. In this algorithm, 
first the number of clusters K is decided and a primitive center is selected for each 
cluster. Each data point is then assigned to the nearest group center based on a variety of 
factors, including distance, as shown in Fig. 2. The center of the cluster is updated based 
on the data that are assigned to that cluster. The data are reassigned based on the new 
primitive centers of the clusters. The process of assigning and updating is repeated until 
the centers settle or a predetermined stopping criterion is met, such as a specified number 
of iterations or the objective function does not improve. The algorithm performs well 
when the initial choice of K matches the number of clusters in the data. This method 
performs well on spherical, equal-sized sets, but it has trouble processing data with 
complicated or irregular shapes [25]. K-medoids clustering is a variation of k-means 
where when the center of a cluster is calculated, it is set to the median value of the 
cluster rather than the mean. In K-medoids, the center of the cluster is taken as the node 
closest to the center, reduces the effect of outlier nodes on the cluster. 

Fig. 2. Partition algorithm [12]. 

Partitioning clustering algorithms and the k-means algorithm in particular is fre-
quently used in communication networks. Clustering in communication networks is 
the first step to routing when the number of nodes in the network is dense and direct 
communication from the mobile node or sensor node to the base station is not feasible. 
Clustering should be based on the quality of the communication link between nodes,
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Table 1. Partition based clustering algorithms. 

Author/Year Algorithm Result 

Partition algorithms 

Saifullah et al. (2024) [17] K-MORP Significant improvement in network efficiency 
compared to OLSR, AODV, PSO, CSPO, IHCR 

Challa et al. (2022) [26] K-Medoids Provides higher accuracy in data collection 
compared to LiarTree, ClusTree, AnyRTree 

Wanneng Shu et al. [27] K-Medoids Improves the stability of the clusters over time 
compared to algorithms using APC, RECH 

and this is often highly correlated with the distance between the communicating users. 
In this case the location of the node is the data that will be clustered (Table 1). 

Saifullah et al. [17] proposed the K-means Online-learning Routing Protocol (K-
MORP) which uses modified k means clustering to set up an ad hoc communication 
network of unmanned aerial vehicles (UAVs). Saifullah et al. modify the k-means algo-
rithm to limit the number of UAVs connected in a single cluster. The algorithm is trig-
gered to execute every time a UAV moves far enough to disconnect from the UAVs in 
its cluster. Saifullahet et al. found that the new proposal achieved a rate of up to 83% 
higher than other protocols in the rate of data packet delivery, in addition to the delay in 
data transmission, it achieved a rate of up to 50% higher compared to K-means. 

Challe et al. [26] study the problem of stream clustering, where the data to be clustered 
is arriving continuously from the network in a stream. The AnyStreamKM algorithm is 
based on the k-medoids algorithm, but is modified to become an “anytime” algorithm, 
that is an algorithm which can classify data as it arrives, from data streams with varying 
speeds. The results showed that AnyStreamKM produces cleaner clusters, outperforming 
other protocols. 

Wanneng Shu et al. [27] develop a clustering algorithm for vehicular ad hoc networks 
(VANETs) which merges the advantages of the GPSR algorithm for vehicular routing 
with the K medoids algorithm. The proposed AK-GPSR algorithm reduces the delay, 
increases throughput and improves the lifetime of the network even as vehicles move 
relative to each other. 

3.1.2 Hierarchical Algorithms 

In hierarchical clustering algorithms, data points are not just divided into clusters, but 
the clusters exist within a hierarchy. There are two main types: divisive hierarchical 
algorithms, where the whole data set is successively divided to create clusters, and 
agglomerative hierarchical algorithms, which start out with every node being a cluster 
and clusters are merged until there is only a single cluster. In both cases, the findings are 
displayed as a hierarchical tree that demonstrates the best way to divide or agglomerate 
the clusters at each stage, as shown in Fig. 3 [7]. 

Hierarchical algorithms are useful for finding hierarchical data structures. The num-
ber of clusters is not predetermined and can be explored using this algorithm. However the
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number of steps is proportional to the number of data in the system, so the algorithms are 
very computationally expensive. Clustering hierarchical algorithms are used in genetic 
analysis and divisive hierarchical algorithms are used in document categorization [28]. 

It is also important to note that the term “hierarchical” can have a different meaning 
in the context of a communication network. Any wireless sensor network where nodes 
form clusters can be referred to as a hierarchical clustered sensor network, regardless of 
how the clusters were formed. The hierarchical structure refers to the fact that messages 
are sent from the members of the cluster to the cluster head and from there to the system 
sink or base station. However, many algorithms for clustering in wireless networks can 
be classified as hierarchical clustering. Algorithms such as LEACH involve (Table 2). 

Fig. 3. Hierarchical algorithm [23]. 

Table 2. Hierarchical clustering algorithms. 

Author/Year Algorithm Result 

Hierarchical algorithms 

Rui Lai et al. (2024) [29] KTPSO Improved network lifetime by 23% to 34% when 
compared to RE-MST, BCG-MPGA, Ptr-A 

Nawas et al. (2024) [30] THCKA More accurate and efficient data acquisition 

Neamatollahi et al. [31] HCSP Network lifetime increased compared to LEACH, 
HEED, EDIT, and NHEED 

Rui Lai et al. [29] present the design of a new energy-efficient system for wireless sen-
sor networks in remote locations using unmanned aerial vehicles and satellite networks. 
The knowledge transfer-based molecular swarm optimization (KTPSO) algorithm was 
proposed to organize the WSN, the UAVs and the satellites for efficient transfer of infor-
mation. The communication system is inherently hierarchical, since UAVs collect data 
from WSNs and send the data to satellites. However the hierarchical clustering algorithm 
takes place among the WSN nodes, which use an algorithm similar to LEACH, a well 
known hierarchical clustering algorithm. The results show energy efficiency for both the 
UAVs and the sensor networks, leading to a longer lifetime for the network.
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Nawas et al. [30] study federated learning on vehicular networks. Federated learning 
is a learning algorithm in which the data collected by each node in the network is pro-
cessed at the node. The results of that learning are pooled together to make decisions. 
Such learning algorithms guarantee privacy by separating data, but require high commu-
nication overhead. This study proposes Temporal Hierarchical Clustering Knowledge 
Aggregation, a hierarchical clustering technique which uses the similarity of the data 
gathered in addition to physical distance to form clusters, thereby improving knowledge 
aggregation. 

Neamatollahi et al. [31] also study cluster based routing protocols in WSN. In this 
study the authors develop a hierarchical clustering-task scheduling policy (HCSP), the 
goal of which is to reduce the number of times the network has to re-cluster. The task of 
clustering can use significant resources in a WSN. It is more advantageous to perform 
re-clustering as necessary locally, rather than across the network as a whole. This is 
much easier to accomplish if there is a hierarchical scheme to constrain the reclustering 
in a designated branch of the hierarchy. Their method reduces the number of times 
reclustering takes place, thus improving network lifetime. 

3.1.3 Density Algorithms 

Density based clustering algorithms detect the boundaries of clusters as the areas where 
the cluster density is lower. Data is analyzed in terms of how close it is to other data. If 
the distance between a data point and another one is less than some predetermined value, 
they are considered reachable. The number of new data points reachable from a data point 
determines if it is in a cluster or on the edge. So clusters are grown by incorporating 
reachable nodes if the new nodes are well connected and stopping when the chain 
reaches a low density zone as illustrated in Fig. 4. DBSCAN (Density-Based Spatial 
Clustering of Applications with Noise) and OPTICS (Ordering Points To Identify the 
Clustering Structure) are among the most prominent examples of this type of algorithms 
[32] (Table 3). 

Fig. 4. Density algorithm [2]. 

Yaro et al. [33] use the DBSCAN clustering algorithm as part of a localization 
algorithm. Wireless fingerprinting is often used in localization, and involves estimating 
location by studying the received signal strength of wireless signals in the area. Yaro et al.
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Table 3. Density based clustering algorithms. 

Author/Year Algorithm Result 

Density algorithms 

Yaro et al. (2024) [33] CSC Demonstrate high efficiency in localization 

Sahoo et al. [34] DBSCAN Longer wireless sensor network lifetime 

Bacanli and Turgut [35] DBSCAN Reduced delay in process of UAV accessing data from 
clusters of WSN on the ground 

propose using a similarity measure called contextual similarity coefficient (CSC) rather 
than distance for clustering. They find that while the system does have high accuracy 
compared to other fingerprinting localization methods, its computational complexity is 
high. 

Sahoo et al. [34] study wireless sensor networks (WSN) under power constraints. The 
authors perform DBSCAN based clustering in the wireless sensor network to minimize 
the energy spent sending packets, and maximize the lifetime of the network. The results 
were compared to some existing algorithms, LEACHFC, REAC-IN and HEED. It was 
found that the network created with DBSCAN had between 15% and 40% longer lifetime. 

Bacanli and Turgut [35] study a WSN whose data is collected by a UAV. The UAV on 
the ground use State-based Campus Routing (SCR) algorithm which is not a clustering 
algorithm. However the UAV which collects data from the WSN must decide on the 
most efficient route to take as it circles across the area to collect all information from the 
WSN. To do this the UAV collects sensor node locations and uses DBSCAN to cluster 
them to aid in its flight path planning. The DBSCAN algorithm is found to reduce the 
delay incurred in collecting data. 

3.1.4 Spectral Clustering Algorithms 

Spectral clustering algorithms first take the data and transform it onto a space where its 
shape will be more convex, making it easier to partition with traditional algorithms listed 
above. This transformation is found by first constructing the similarity matrix of the data, 
which is a matrix showing how similar every pair of data is. Then the eigenvalues of 
this matrix are calculated. The eigenvectors corresponding to the largest eigenvalues 
are picked out as dimensions in the new space. The data is clustered in the transformed 
space. The process is illustrated in Fig. 5. [36] (Table 4). 

Zhu et al. [38] use spectral clustering to cluster UAVs which are in large formations. 
This makes communication and routing within the UAV formation easier since it reduces 
interference. The results show higher throughput compared to other routing algorithms. 

Ming Li et al. [39] study the problem of identifying the industrial communication 
protocol (Modbus, CAN, Ethernet) being used from observing the traffic. The spectral 
clustering algorithm is used to reduce the collected data to a small set of representative 
values which can identify the protocol. When compared to other clustering methods, it 
was found that spectral clustering could more accurately identify the protocol. Several
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Fig. 5. Spectral algorithm [37]. 

Table 4. Spectral clustering algorithms. 

Author/Year Algorithm Result 

Spectral algorithms 

Zhu et al. 
(2024) [38] 

FSC High accuracy in localization 

Ming Li et al. (2024) [39] Spectral High accuracy in identifying the communication 
protocol being used 

Liu et al. (2020) [40] Spectral Higher VANET cluster lifetime due to better clustering 
of similar vehicles in traffic 

distance metrics were tested to use in the spectral clustering algorithm, it was found that 
the Bray Curtis distance obtained the best accuracy of identification. 

Liu et al. [40] study the problem of clustering in a vehicular ad hoc network. The 
vehicles in the network are clustered on both their distance from each other but also 
based on their speed and general movement patterns, to ensure that the cluster remains 
together for as long as possible. They apply the technique of spectral clustering to this 
problem. Results on the SUMO simulator show that their proposed technique leads to 
significantly higher cluster lifetime than one hop routing and the Sp-Cl technique it is 
compared to. 

3.1.5 Heuristic Clustering Algorithms 

Heuristic algorithms such as particle swarm optimization (PSO), ant colony optimiza-
tion (ACO) and genetic programming can be used in clustering. For example, genetic 
algorithm, which starts with the creation of a set of initial solutions and then evaluates 
each one using a particular objective function. Through selection, pairing, and muta-
tion, the genetic algorithm creates new solutions from existing ones by exploring the 
solution space and improving the partitions. This process is repeated until a measurable 
improvement or a stopping condition is met as shown in Fig. 6 [2] (Table 5).
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Fig. 6. Heuristic clustering [41]. 

Table 5. Heuristic clustering algorithms. 

Author/Year Algorithm Result 

Heuristic algorithms 

Huangshui Hu et al. (2024) [42] QPSOFL Superior performance in increasing 
network lifetime compared to: 
E-FUCA, IHHO-F, F-GWO, 
FLPSOC 

Ziwen Wang (2023) [11] Genetic Algorithm 86% improvement in service 
coverage rate compared to AHP, 
DEA 

Ziyao Zhu 
et al. (2022) [43] 

PSO, 
K-means 

Improve network coverage and 
reduce costs 

Huangshui Hu et al. [42] presented a new protocol called quantum particle swarm 
optimization with fuzzy logic called (QPSOFL) to solve the energy consumption problem 
and extend the life of wireless sensor networks. Experiments have shown that the new 
protocol increases energy efficiency and extends the life of the network. 

Ziwen Wang [11] uses genetic clustering algorithm and K-Means clustering algo-
rithm to locate from data areas where there is weak coverage of a wireless cellular 5G 
network. The goal is to put new base stations in areas with the worst link, since these 
areas are expected to have a cluster of outage data. The model divides the areas with 
insufficient coverage using K-Means and solves multi-objective programming problems 
using genetic algorithm. Using the proposed model, the study finds that the service cov-
erage rate increased by 86% while the total construction cost decreased, with an optimal 
cost of about 46099. 

Ziyao Zhu et al. [43] also investigate the planning of base station locations in wireless 
communication networks, this time using the K-means and Particle Swarm Optimization 
(PSO) methods. Their algorithm increases network coverage and minimizes construction
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costs. A mathematical model was developed based on clustering weak coverage points 
using K-means and identifying the best base station locations using PSO. By combining 
K-means with PSO, the study found that 90% of weak signal points were efficiently 
covered. 

3.2 Soft Clustering 

3.2.1. Model algorithms 
3.2.2. Fuzzy algorithms 

3.2.1 Model Algorithms 

Model based algorıthms assume that the underlying data fit a model, and try to estimate 
the parameters for that model. Gaussian Mixture Models (GMM) are one example of 
these algorithms, they operate under the assumption that the data is a mixture of datas 
that are from Gaussian distributions, but with different means and variances. The goal of 
the algorithm is to find the number of mixtures and the mean and variance for each of the 
distributions. These parameters are often estimated using the Expectation-Maximization 
algorithm (EM). This algorithm goes as follows: first based on the available data, the 
conditional probabilities of each point belonging to each distribution are computed. 
Next when all data are assigned to a distribution, the parameters of the distribution are 
estimated again. The two steps iterate until the halting conditions are satisfied. These 
stages are repeated as shown in Fig. 7 [44] (Table 6). 

Fig. 7. GMM algorithm [9]. 

In this paper, a parametric learning framework is developed by Xiang Li et al. [45] 
to estimate distributed data in sensor networks using message passing technique. To 
increase the estimation accuracy and save processing costs, the proposed framework is
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Table 6. Model based clustering algorithms. 

Author/Year Algorithm Result 

Model algorithms 

Xiang Li et al. (2024) [45] Edge Learning via Message 
Passing 

The model has proven highly 
effective in providing accurate 
estimates than kernel density 
estimation and expectation 
propagation (EP) 

Singh et al. (2022) [46] KNN KNN outperforms Naive Bayes 
in classification accuracy 

Wang et al. (2024) [47] GMM Significantly higher prediction 
accuracy than NB 

based on the Gaussian Mixture Model (GMM). To simplify the message-passing process 
and reduce interference between nearby sensors, the study considers belief representation 
using Gaussian mixture. The approach has proven remarkably effective in providing 
accurate approximations while reducing communication costs in contrast to sampling-
based techniques. 

Singh et al. [46] use Gaussian mixture models for node clustering in an opportunistic 
network. An opportunistic network is a mobile ad hoc network where nodes can move in 
order to improve network connectivity and forward packets. The algorithm was compared 
to the KNNR and MLPROPH on a dataset of iMote measurements. It was found to 
improve delivery probability by about 20%. 

Wang et al. [47] study the problem of diagnosing vehicles in a vehicular ad hoc 
network. The goal is to collect sensor data from the vehicles in a network in order to 
predict if any of them are malfunctioning or may break down, thus causing problems for 
both the vehicles and the connectivity of the network. This may be particularly important 
when the vehicles belong to a fleet that needs to be continuously monitored by a company. 
The paper looks at collecting sensor data, clustering to determine operating modes for 
the vehicles in the system and assigning operating modes for vehicles to determine if 
they are safe or need maintenance. 

3.2.2 Fuzzy Algorithms 

Fuzzy clustering algorithms will assign data to clusters according to fuzzy logic. The 
most popular algorithm is Fuzzy C-Means (FCM): it works in much the same way as 
K-means clustering, however each data point has a membership degree for each cluster. 
The membership degrees are calculated based on the distance from the data to the group 
center. Group centers are calculated using on the weighted average of data points, with 
the weight given by the data-cluster membership degrees. Figure 8 [48] (Table 7). 

Rani et al. [50] presented a new proposal that seeks to reduce the energy consumption 
between nodes in wireless sensor networks in order to extend the network lifetime, 
called FCMA, which consists of integrating Fuzzy-C Means (FCM) clustering technique
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Fig. 8. FCM algorithm [49]. 

Table 7. Fuzzy clustering algorithms. 

Author/Year Algorithm Result 

Fuzzy algorithms 

Rani et al. (2024) [50] FCMA Better performance in reducing energy consumption 
and extending network lifetime compared to 
LEACH, SEP 

Singh et al. (2024) [51] IFCM Clustering protocol in WSN achieves longer 
network lifetime and trustable routing 

Alsarhan et al. (2020) [52] PPHOPCM PPHOPCM has shown high efficiency similar to 
PCM, HOPCM-15, PCM in clustering while 
ensuring privacy 

with A-Star algorithm. The results showed that the proposal is effective in improving 
energy efficiency, which means extending the network lifetime when compared to other 
protocols. 

Singh et al. [51] use fuzzy clustering in a mobile ad hoc network, and also use fuzzy 
logic to represent the level of trust between nodes in the network. They perform routing 
on the network using the heuristic Bacteria Foraging Algorithm (BFA). They find that 
the algorithm achieves longer network lifetime thus more energy efficient routing than 
other typical algorithms for reliable routing. 

Alsarhan et al. [52] proposed a fuzzy clustering algorithm which takes into account 
not only the received signal strength, location and speed of vehicles in making clusters 
but also the price of spectrum, in order to allow for spectrum trading between clusters of 
cars. The goal is to enable using a spectrum market as a means of allocating spectrum 
between vehicles in the vehicular ad hoc network, where due to mobility the conditions 
can change quickly, without having to reorganize vehicles’ clusters. Results show that 
the algorithm leads to networks which have stable topology over time and can quickly 
adapt to changing conditions.
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4 Conclusion 

The best clustering method selection is primarily determined by the data’s challenges 
and distinctive qualities. K-means and other partitioning algorithms work well with 
simple, smooth data but have trouble with irregular shapes. Hierarchical techniques offer 
excellent structural insight in investigating data. Although for data mining hierarchical 
techniques can be computationally expensive, in clustering nodes in wireless networks, 
due to the distributed decision making in these networks. Density-based algorithms, such 
as DBSCAN, are particularly good at handling noise and complex shapes; network and 
spectral algorithms, on the other hand, provide reliable solutions for data segmentation 
based on closeness and spatial similarity. The research emphasizes that by enabling 
data to belong to several clusters with different degrees of membership, fuzzy clustering 
enables greater flexibility in spotting complicated patterns. The outcomes emphasize 
how crucial it is to customize the algorithm selection to the application environment to 
optimize clustering efficiency and accuracy. 
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Abstract. Network security makes it possible to protect the technological archi-
tecture of companies by combining software and hardware tools to deal with 
threats. However, attackers use increasingly sophisticated inspection techniques 
to breach security, seriously damaging the continuity of the organization’s services. 
In recent years, cyber-attacks using advanced mechanisms and knowledge in ethi-
cal hacking have increased exponentially. Therefore, the objective of this research 
is to implement a zero Trust architecture (ZTA) as a solution model to reduce secu-
rity breaches and respond efficiently to malicious attacks. The methodology used 
is based on the NIST Cybersecurity Framework, developed by the National Insti-
tute of Standards and Technology, which consists of five phases: Identify, Protect, 
Detect, Respond and Recover. For the emulation of the project, it was performed 
on the EVE-NG platform and in a real environment. The results show that the 
ZTA design achieves 80% effectiveness in authentication, 70% traffic review, and 
attack mitigation through the new security policies. In addition, another impor-
tant aspect is the reduction of packet loss and the limitation of attack vectors. 
In conclusion, the Zero Trust architecture allows to strengthen security controls 
both internally and externally, allowing to manage access to company resources 
only for authorized personnel. In addition, it facilitates the detection of anomalous 
behavior to mitigate potential threats. 

Keywords: Zero Trust · ZTA · attack · networks security · NIST 

1 Introduction 

Network security is a set of defensive mechanisms designed to prevent and protect the 
technological infrastructure of companies. Vulnerabilities in the software and hardware 
of devices are exploited by attackers with the aim of compromising the integrity of 
information. By combining these techniques with social engineering, cybercriminals 
can attack different levels, such as operating systems, intermediate devices, and network 
elements. The human factor is considered one of the most vulnerable points exploited by 
cyber-attacks; these events seriously compromise the continuity and availability of the 
services of organizations [1]. Worldwide cyber-attacks have increased in recent years, 
generating great concern. Globally, the United States leads the ranking of the most
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affected countries with 2.680 million security incidents. In second place is the United 
Kingdom with 432.9 million, and in third place is India with 335.4 million [2]. In Latin 
America, during the year 2023, according to the information source, it has been reported 
that 91% of companies have suffered cyber-attacks: 62% have experienced data breaches, 
and 50% of companies have reported that they have invested a total of between 10 and 
49 million dollars to remediate and restore security incidents [3]. In Peru, cyber-attacks 
have increased in recent years compared to previous periods. In 2022–2023, the country’s 
companies and institutions will suffer 64,752,156 million malware attacks, which will be 
the main threat vector. The government sector has reported 41.74% of attacks targeting 
different public institutions [4]. Zero trust architecture (ZTA) is a security model that 
optimizes devices and controls to mitigate network attacks, identifying security gaps in a 
timely manner, to make corrections at different levels of the technological infrastructure, 
through a mechanism of authentication protocols, micro-segmentation, granular policies 
and effective monitoring, to ensure a reliable and available network. 

2 Related Work 

In the work developed by Ali et al. [5], he discusses the importance of implementing a 
Zero Trust security model due to existing vulnerabilities in Multiaccess Edge Computing 
(MEC) environments. The growth in the use of this type of platform by companies in 
recent years has generated increased risks and attacks; therefore, in this context, there 
is a need for a security model to evaluate the security controls of MEC operators to 
strengthen the protection of data and connections in this distributed architecture. The 
objective of this study is to develop a maturity framework based on the Zero Trust model 
that allows cloud multi-access providers to analyze their level of security and estab-
lish security measures for each phase, the migration of the Zero Trust model in stages 
to reduce the time required during the process in SCM environments. Methodology 
includes five phases: (1) dataset construction, (2) preprocessing, (3) feature extraction, 
applying cryptographic authentication and identity verification techniques, (4) use of 
network architectures (ResNet50 and VGG16), (5) validation and performance testing, 
by means of accuracy indicators, re-call and F1 score. Results obtained from the analysis 
demonstrate an accuracy of 0.98, recall value of 0.98, and an F1 score of 0.98. These 
results demonstrate that the proposed Zero Trust model is effective for authentication 
and secure access to MEC environments compared to traditional platforms. Similarly, 
a reduction in authentication time is observed, which is useful for low-latency environ-
ments and provides greater resistance to unauthorized access attempts. In conclusion, 
this study proposes a framework to implement zero trust architecture in MEC environ-
ments, where trust and security processes are the fundamental pillars. The experimental 
results demonstrate that the Zero Trust model is an efficient design to mitigate network 
vulnerabilities.
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The paper developed by L.Wang et al. [6], describes security problems in an MPLS 
environment because they affect the SR-BE/TE (Segment Routing - Best Effort/Traffic 
Engineering) data plane control. These attacks are vulnerable to different types of attacks, 
such as DoS, route manipulation, and data encryption problems, and these incidents affect 
the reliability of communication in an MPLS network. Therefore, this study proposes 
a ZSBR solution based on zero trust architecture to elevate the identity authentication 
controls and key exchange to establish a trust relationship between the user and devices. 
The objective is to design a Zero trust -ZSBR architecture to perform multiple tests 
in experimental simulations and measure its effectiveness against SR-BE/TE data flat 
control attacks, routing loop attacks, identity spoofing and DoS attacks, as well as to 
evaluate the performance of the model. Regarding the methodology, 7 security mecha-
nisms have been used (Source routing, Trust domain, Package validation, Load leveling, 
Fault detection, Failure recovery, Service hiding). Likewise, 8 SR-BE/TE data plan secu-
rity problems were covered (Eavesdroppin, Message Forgery, Denial of service attack, 
Identity Deception, Intra-domain detection, engineering attack, Failure of intra-domain 
node, Failure of infrastructure), Failure of infrastructure), and a simulation scenario was 
prepared on the EVE-NG platform to evaluate the proposed ZbSR solution. In addition, 
IPERF was employed to generate test traffic for phishing attacks, and HPING3 was 
employed to simulate DoS attacks were employed. Results: In the conducted tests, the 
ZbSR security model demonstrated effectiveness in blocking attempts to manipulate 
messages in the control plane, achieving a detection rate greater than 97% compared 
to other models such as the SDN cross bitmap algorithm. For routing loop attacks, 
the ZbSR algorithm detects and eliminates looping packets using its algorithm. With 
respect to spoofing attacks, high identification accuracy was achieved. In conclusion the 
authors proposed the ZbSR security model, which is based on the Zero Trust architec-
ture for segmentation routing environments, to address and mitigate security threats in 
MPLS networks. Using advanced algorithms and a simulated environment, the model 
demonstrated effective protection of the data plane. 

In the study conducted by Alevizos et al. 2022 [7], Introduction: The article addresses 
the importance of making a change in the approach to network security due to new con-
nection methods, such as teleworking. In this regard, zero trust architecture (ZTA) has 
become a fundamental security design, where no device or user is considered untrusted. 
This approach is necessary due to the increase in network attacks that can affect the 
devices of company personnel. General Aim: The aim of this work is to design a 
Blockchain Intrusion Detection and Prevention System (BIDPS). This includes detecting 
and preventing attacks using advanced techniques (APT) at an early stage, before attack-
ers can move laterally in the network and shift trust from the device to the Blockchain 
system. Methodology: The proposed approach uses a blockchain (Hyperledger Fabric) 
that ensures the privacy and confidentiality of corporate data. The key-based ZTA deploy-
ment model allows the location of the devices within the corporate network. In addition, 
MITRE’s ATT&CK engine is used to identify tactics and techniques used by attackers, 
such as spear-phishing. Results: From the tests obtained from BIDPS, there is a high 
effectiveness in the defense against APT attacks launched against the devices. This is 
achieved through Blockchain technology, which strengthens the detection and preven-
tion processes in the system. The results show that the system can stop threats before
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the lateral movement stage, which improves the security of the end devices within the 
ATZ framework. Abstract: This paper presents a Blockchain-based intrusion detection 
and prevention system that is implemented on devices within a Zero Trust Architecture 
environment. The proposed system allows the detection and prevention of advanced 
attacks on devices before attackers can move laterally in the network, thus increasing 
the security of the organization in a teleworking mode. 

The case presented by Syed et al. 2022 [8] Introduction: The paper presents an app-
roach to the principles and components of a Zero Trust Architecture which assumes 
that all networks are potentially compromised and therefore requires verification of 
every access request. It focuses on how current approaches can be applied to perform 
ZTA, highlighting their advantages and limitations in critical infrastructures. General 
Objective: The main purpose of this article is to provide a review of the processes for 
implementing a ZTA architecture and to provide a framework to guide future cyber-
security strategies. For critical infrastructure protection. Methodology: it is based on 
related ATZ architecture principles, highlighting current practices and the shortcomings 
of each approach with respect to the recommendations of the NIST reference frame-
work. Results: The authors conclude that traditional authentication and access control 
approaches are insufficient for effective ATZ implementation. In addition, the adoption 
of the model reduces the number of times by approximately 125 ms in devices with 
low-capacity authentication techniques, maintaining security without significantly com-
promising performance. It also highlights the need to use lightweight cryptography in 
resource-constrained systems and the segmentation of microservices as a technique rec-
ommended by NIST to protect complex networks. Abstract: This paper provides a critical 
evaluation of the current approaches. It proposes a reference model that optimizes the 
security of assets such as data, devices, and users by addressing authentication, access 
control, cryptography, and network segmentation. 

In the work developed by Syed et al. 2022 [9], Introduction: This article presents a 
cybersecurity approach based on “Determinism” applied to IoT, which seeks to create a 
robust and adaptive security infrastructure for critical environments. It uses a determin-
istic transmission layer (D-switches) to enhance security through deterministic VPNs 
(DVPNs), based on the Zero trust architecture. Overall Objective: To create an IoT envi-
ronment based on the Zero Trust model that is resilient to cyber-attacks and optimizes 
both operational and capital costs through the use of deterministic and secure networks. 
Methodology: For this IoT cybersecurity approach, software-defined networking (SDN) 
and software-defined wide area networks (SD-WAN) were implemented with a central-
ized control system that managed secure deterministic networks. Techniques included 
post-quantum cryptography (PQC) to protect against quantum computing attacks, zero 
trust architectures (ZTA) for continuous authentication and monitoring, access control 
systems (ACS) to enforce strict policies, and intrusion detection systems (IDS) to mon-
itor traffic and detect unauthorized communications in real time. The devices used the 
ext-RIJNDAEL (4 × 16)-4096 encryption algorithm with keys up to 4096 bits, providing 
security resistant to quantum attacks. Results: In the experimental tests, the buffer sizes 
on the D-switches were reduced from ≈18 million packets to ≈120 packets, representing 
a reduction of approximately 150,000 times. In addition, tests on a network simulator
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among 26 nodes in the U.S. indicated that 99% of packets experienced a delay varia-
tion of ≤4 µs, maintaining low and constant latency between cities. The infrastructure 
achieved 99% link efficiency at sub-layer 3a, enabling transmission of up to 400 million 
packets per second on an Altera FPGA, with a non-notable reduction in power consump-
tion and operational costs. Abstract: This paper presents how the security model through 
Determinism can transform the IoT into a secure and efficient infrastructure. With post-
quantum cryptography and the Zero trust model, the paradigm seeks to establish an IoT 
with performance and security levels, where cyber-attacks are prevented. 

3 Methodology 

For the implementation of the Zero Trust architecture in corporate IT companies, the 
NIST Cybersecurity Framework [10] working methodology is applied. Figure 1 shows 
the methodology with its 5 phases: Identify, protect, detect, respond and recover [11], 
each of which has an important role in risk assessment, optimization of security controls 
and remediation of threats. 

Fig. 1. NIST Cybersecurity Framework methodology
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3.1 Identifier 

In the first phase, information about the company’s current infrastructure will be col-
lected. In addition, activities will be defined together with the client, considering the 
company’s resources and assets for the development of the proposed solution [11] 
(Table 1). 

Table 1. Identification phase activities 

Activities Description Tasks 

Asset Management (ID.AM) Document the physical and logical 
assets of the technological 
infrastructure 

ID.AM-1. Identify Human resources: 
roles and responsibilities 

ID.AM-2 Inventory the Technical 
resources (hardware and software) 

Business Environment (ID.BE) Review global security policies to 
ensure that they are aligned with the 
organization’s mission and vision 

ID.BE-1 Establish strategic safety goals 
aligned with the company’s mission and 
vision 

ID.BE-2 Document critical services to be 
protected 

ID.BE-3 Identifying supply chain risks 
and their dependencies 

Governance (ID. GV) Implement corporate policies to 
manage cybersecurity in the company 

ID.GV-1 Establish procedures to 
strengthen security and to communicate 

ID.GV-2 Define the strategic objectives 
for the implementation of Zero Trust 
architecture 

ID.GV-3 Adapt internal processes 
according to regulatory standards 

Risk Assessment (ID.RA) Conduct an Assessment of the current 
network infrastructure 
current 

ID.RA-1 Perform Network audit 

ID.RA-2 Identifying and documenting 
assets vulnerabilities 

ID.RA-3 Elaborate a risk matrix to 
measure the impact of threats 

Risk Management Strategy 
(ID.RM) 

The organization understands the 
impact of cybersecurity risks on the 
performance of its operations at 
different levels 

ID.RM-1 Disseminate and enforce 
network security management policies in 
the enterprise 

ID.RM-2 Establishing operational and 
administrative risk thresholds 

ID.RM-3 Assess the organization’s 
impact risk tolerance as a factor in 
incident prevention 

Supply Chain Risk Management 
(ID.SC) 

Convene and select 
suppliers that comply with the 
requirements of the terms of reference 
and the company’s security policies 

ID.SC-1 Identify Suppliers 

ID.SC-2 Evaluation of solution proposals 

ID.SC-3 Proof of Concept (POC) 

ID.SC-4 Elaboration of a work 
chronogram 

Asset Management: In this section, an inventory of equipment and assets that must be 
protected in the new Zero Trust architecture must be made. In addition, the roles that
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each company employee plays in terms of access and administration of the services or 
systems under his or her responsibility must be identified [12]. 

Business Environment: This section will address the company’s mission and vision, 
along with technical requirements, with the objective of developing cybersecurity 
strategies aligned with the organization’s critical services. 

Governance: This section will define the necessary policies and regulatory processes 
within the cybersecurity framework [13], with the objective of establishing procedures 
to mitigate vulnerabilities and guarantee the operational continuity of services. 

Risk Assessment: This activity focuses on reviewing and analyzing the existing net-
work infrastructure and identifying the critical services to be protected [14]. A detailed 
assessment ensures that the current platform is compatible with Zero Trust principles 
and that any necessary upgrades or modifications are addressed prior to implementa-
tion. The topology assessment involves a thorough review of all network components, 
such as hardware, software, configurations, and current security policies. The goal is 
to understand the state of the network, identify its limitations and vulnerabilities, and 
ensure that it can meet the security and segmentation requirements proposed by the Zero 
Trust model. 

Figure 2 information was gathered and risks related to network security were 
identified. 

Fig. 2. Current network security topology



132 J. Gutierrez and W. Ticona

According to the image, the security issues highlighted in red were identified. Among 
them, it was observed that the same network address is used for several areas of the orga-
nization, which facilitates lateral movement for malware attacks. In addition, access and 
authentication to the Wi-Fi network is done through Access Point equipment, by means 
of user and password in a decentralized manner, and the lack of a network monitor-
ing system to evaluate patterns and behaviors of users not detected by firewalls. These 
problems represent a risk in companies with traditional architecture. 

Risk Assessment: This task involves evaluating and assessing various Zero Trust solu-
tion providers with the objective of selecting the option that best suits the organization’s 
requirements and goals. An appropriate choice ensures that the chosen solution not only 
covers technical and security aspects but also offers a favorable return on investment 
and seamless integration with the existing infrastructure [15]. 

Risk Management Strategy: This phase focuses on reviewing cybersecurity proce-
dures and performing a risk assessment on the possible impact of threats that may affect 
the organization. 

Supply Chain Risk Management: This task involves developing the technical pro-
posal to be met by Zero Trust solution providers, with the objective of selecting the option 
that best suits the organization’s requirements and goals. An appropriate choice ensures 
that the selected solution not only covers the technical and security aspects but also 
offers a favorable return on investment and integration with the current infrastructure. 

3.2 Protect 

The protect phase provides the preventive and corrective measures that are necessary to 
mitigate the different types of attacks that IT companies may suffer. It is important to 
apply security controls in the gaps or vulnerabilities identified in the previous phase to 
reduce the possible threats that attackers can detect to be exploited later. After performing 
an evaluation of the current network and having identified the critical assets [16], it is 
important to establish a work plan for the redesign of the current architecture. This 
leads to technical sessions with the technical area of the company to adopt the proposed 
architecture solution Zero trust, after the agreed agreements will proceed to implement 
[11] (Table 2). 

Identity Management: In this section, the process of implementing the network access 
control (NAC) device is described. Cisco Identity Services Engine (ISE) ISE will allow 
authentication through the 802.1x protocol, based on the user or device profile, ensuring 
that only authorized personnel can access the network resources [17]. The respective 
policies will be applied in the Wi-Fi network as well as in the wired network. 

Figure 3 configuration of the Cisco ISE server interface IP address and test domain 
name for the authentication simulation. 

Figure 4 after the preliminary configurations of the ISE server have been performed, 
the policy and user administration will be accessed through the web interface.
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Table 2. Activities of the Protect phase 

Activities Description Tasks 

Identity management 
(PR.AC) 

In this activity, the access 
control to the system resources 
will be performed 

PR.AC-1 Installing NAC server 

PR.AC-2 Perform integration 
with the active directory (AD) 
server 

PR.AC-3 Identity Control and 
Authentication Policy 

PR.AC-4 Controlling access to 
network devices 

PR.AC-5 Install AD server 
Promote domain service 

Data Security (PR.DS) Inspection of the vulnerabilities 
of the current architecture will 
be performed 

PR.DS-1 Deploy network 
response and detention devices 

PR.DS-2 Security Gap Analysis 

PR.DS-3 Installing firewall for 
the DMZ 

Maintenance (PR.MA) Perform preventive maintenance 
of the Zero Trust architecture 

PR.MA-1 Perform maintenance 
of the safety devices 

Protective technology 
(PR.PT) 

The process for implementing 
infrastructure design 
improvements 

PR.PT-1 Perform network 
micro-segmentation 

PR.PT-2 Configuring granular 
policies on perimeter security 
devices 

PR.PT-3 Design the new 
network topology 

Awareness and Training 
(PR.AT) 

Conduct training sessions to 
promote the proper use of 
technological tools 

PR.AT-1 Training on the design 
of the Zero Trust solution 

PR.AT-2 Cybersecurity 
Awareness Campaign 

Active Directory (AD) integration. The integration of the NAC devices and the AD 
server will be carried out for the authentication and authorization process of the users 
of the organization. Users will be connected through the WI-FI network. 

Figure 5 the image shows that the integration between both devices was successful. 
The demo.utp domain was configured and used for synchronization. The simulation 
showed that only users registered on the AD server will be able to access the company’s 
network.
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Fig. 3. NAC server IP addressing 

Fig. 4. NAC Server Dashboard 

Install AD Server and Promote DNS Service 
Install the Active Directory server to perform identity security control and ensure that 
only registered users can access the network. 

Figure 6 for the project, the AD server was virtualized, and the domain name service 
(DNS) was configured with the name demo.utp. Subsequently, synchronization with the 
NAC device (ISE) was performed. 

Data Security: This activity refers to the process of evaluating the current IT archi-
tecture of the company, with the objective of analyzing and identifying existing vul-
nerabilities in the systems and network equipment [18]. This procedure is important to 
protect the critical assets identified in the previous phase and to ensure the integrity of 
the information [19]. 

Figure 7 the image shows the Picus Security platform, which simulates attacks and 
threats. For the project, agents were installed in different hosts of the company.
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Fig. 5. NAC - AD server integration 

Fig. 6. Active Directory Server 

The purpose of the attack simulation is to validate that the security components are 
working correctly, to verify that the infrastructure is prepared for current threats and 
to detect vulnerabilities, which will be subsequently mitigated with the proposed Zero 
Trust architecture. 

Maintenance: A preventive and corrective maintenance plan must be prepared for all 
Zero trust architecture devices, specifying the actions to be performed, including the 
physical cleaning of the internal components of the equipment, in order to keep them
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Fig. 7. Vulnerability analysis using the PICUS tool 

in optimal conditions during the time established in the contract. Likewise, a procedure 
for periodic firmware updates and security patches must be included [20]. 

Protection Technology: In this section, improvements will be made to the current 
design of the IT company in relation to the micro-segmentation of different areas [21]. 
This will include the planning of network addressing, which will allow the execution 
of the good practices of the proposed ZTA security model, as well as improvements in 
the configurations of the firewall equipment, to reduce the surface of cyber-attacks and 
minimize the risk of threat propagation [8]. 

Figure 8 the Zero Trust architecture has been designed, which consists of implement 
micro-segmentation to reduce the lateral movement of attacks. In addition, an Active 
Directory (AD) server and Cisco ISE are being deployed, as detailed in the topology. In 
addition, a security analysis server and a firewall will be implemented in the DMZ to 
protect the servers. 

Awareness and Training: Based on the NIST methodology, cybersecurity training is 
important to train workers in different areas of the IT enterprise. Being able to reach this 
group of people is vital to complete the security defense cycle. 

Figure 9 after a technical evaluation, it was decided to configure the palo alto firewall 
in layer 3, allowing it to assume the roles of the core switch and security device, priori-
tizing the segmentation of the vlans for each area, to apply stricter security controls to 
mitigate risks and threats in the network. 

3.3 Detect 

The detection phase is a fundamental milestone within the framework of the NIST 
methodology. Its main function is to identify and verify the existence of security inci-
dents in the IT company’s infrastructure. For this purpose, real-time network monitoring 
devices such as IDS, NDR and SIEM, among others, will be used. These allow the 
early detection of threats and the application of corrective measures according to the 
established process [11] (Table 3).
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Fig. 8. Topology with Zero trust architecture 

Anomalies and Events: In this section, we will perform an inspection of the anomalous 
activities of users and network devices to be always informed of what is happening in 
our architecture, allowing us to be one step ahead of cybercriminals [22]. 

Security Continuous Monitoring: Continuous network monitoring [23], is an essential 
activity to ensure the operability of the services. This process involves the analysis of 
advanced monitoring tools. To be prepared for any cyber-attack that has not been detected 
by a traditional antivirus. 

Figure 10 the threats simulated by the Picus Security software are divided into the 
following categories: 

• Vulnerability Exploitation: A code, method, or way that allows a computer attacker 
or a security auditor to exploit a known vulnerability. 

• Malicious Code: Any type of software that performs malicious actions on a computer 
system intentionally and without the user’s knowledge. 

• Data exfiltration: Data exfiltration is the unauthorized copying, transfer, or retrieval 
of data from a computer or server. 

Continuous Security Monitoring: In this activity, alert management is a procedure 
to automate the alarms that have been generated in activity 1 of continuous monitoring 
[24], to be always informed of what happens in our architecture, is to be one step ahead 
of cyberattacks, for them notifications have an important role to prevent anomalous
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Fig. 9. Inter-VLAN configuration on the firewall equipment 

Table 3. Activities of the Detect phase 

Activities Description Tasks 

Anomalies and Events 
(DE.AE) 

Inspection of the architecture 
vulnerabilities will be carried out 

DE.AE-1 Identify threats 

Security Continuous 
Monitoring (DE.CM) 

In this activity, the behavior and 
traffic of the network will be 
monitored 

DE.CM-1 Define monitoring 
thresholds 

DE.CM-2 Configure behavioral 
metrics 

Detection processes 
(DE.DP) 

It is the process for the 
implementation of a dedicated 
server for event correlation 

DE.DP-1 Analyze the event 
history 

DE.DP-2 Develop a knowledge 
base 

behavior, with the design of Zero trust drives configure an alert system to improve 
response times corrective. 

Detection Processes: The installation of an event correlation system (SIEM) is impor-
tant during the implementation of the Zero Trust security model, as these devices are 
intended to store the volume of logs generated by the different networking and security 
devices [25].
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Fig. 10. Topology with Zero trust architecture 

Figure 11 the installation of the SIEM Wazuh server, an open-source software, allows 
centralizing the collection of events (logs) through the Syslog protocol, which is essential 
for the analysis and identification of anomalous patterns in real time. 

Fig. 11. Critical security events SIEM server
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3.4 Respond 

The response phase is the key process for remediating security incidents that affect a 
company. This stage focuses on applying the response controls of the threats detected 
in the previous phase. The primary objective is to control the threat and prevent it 
from spreading throughout the network and affecting the continuity of services. To 
achieve this, it is important to have a well-structured response plan, where the roles 
and responsibilities of the security specialist personnel are well defined, as well as the 
corrective procedures [11] (Table 4). 

Table 4. Response Phase Activities 

Activities Description Tasks 

Plan response plan (RS.RP) In this phase, the processes are 
the basis for response planning 

RS.RP-1 Establish 
remediation procedures 

Communication protocol 
(RS.CO) 

It is the process of 
communicating effectively to all 
stakeholders 

RS.CO-1 Incident handling 
procedure 

Mitigation (RS.MI) It is the process of taking action 
despite a threat 

RS.MI-1 Configure 
workflows 

Improvements (RS.IM) It is a process programmed to 
make changes in the architecture 

RS.IM-1 Documenting 
findings 

Plan Response: Have a detailed incident response plan that includes specific protocols 
and activities to mitigate security threats. This plan should establish the procedures to 
be followed when a threat is identified, assigning specific roles to network analysts. 
The response plan procedures can use the knowledge base from the previous phase as 
a source, as well as include a list of steps to mitigate common threats based on the 
information provided by leading global security brands. 

Communication Protocol: Communication is a key element when a security incident 
occurs. The organization must develop a communication protocol to notify all those 
involved and responsible for the areas. 

Mitigation: Response automation is important within the Zero Trust model, as it allows 
for response through security teams. To achieve this activity, a SOAR team must be 
installed, which will act as an orchestrator for immediate remediation when a threat is 
detected. 

Figure 12 an attack simulation was again carried out with the new Zero Trust archi-
tecture. During the analysis period, 203 attacks were executed on 1 vector (LAN). Of 
these, 192 were blocked and 11 could not be blocked by the client’s security devices. 
This resulted in a network security score of 97% protection. 

Improvements: Immediate corrections should be included to reinforce network secu-
rity. Once the problems have been resolved, it is important to conduct an investigation



Implementing a Zero Trust Architecture for Network Security 141

Fig. 12. Attack mitigation results with Zero trust architecture 

to understand the root cause of the incident, as well as to assess its impact. The analysis 
should include the review of the event logs [26]. 

3.5 Recovery 

The recovery phase restores the organization’s services after a security incident. During 
this stage, specific mechanisms are implemented to restore the affected systems by means 
of backup copies, validating that the necessary measures are taken to prevent the incident 
from happening again [11] (Table 5). 

Table 5. Recovery phase activities 

Activities Description Tasks 

Planning recovery (RC.RP) In this phase, processes are 
fundamental to response 
planning 

RC.RP-1 Process for backing 
up 

RC.RP-2 Establish system 
restoration protocols 

Improvements (RC.IM) Optimization of the 
configuration of different 
devices to take action in the 
event of a threat 

RC.IM-1 Configure new 
security controls 

Recovery Planning: The recovery of systems is an essential process from the strategic 
point of view of the company, since when a type of attack occurs, the consequence 
is the unavailability of the compromised services. For this reason, it is essential to 
have a backup procedure to restore information quickly, ensuring the continuity of the 
company’s operations.



142 J. Gutierrez and W. Ticona

Improvements: Improvement process will include the necessary configurations to 
reinforce security within a planned period [27]. 

4 Results 

The Zero Trust architecture was implemented in the EVE-NG virtual platform and 
replicated in the company’s production environment. Various security equipment was 
deployed, including the Cisco ISE version 3.1 network access and control server for 
user authentication over the Wi-Fi network. For this purpose, it was integrated with 
the Aruba model 505 Access Point devices. An access portal was created for company 
users and another for guests. In one of the ISE server modules, the RADIUS service 
was installed to control and manage access to the equipment. The Windows Server 2019 
server was virtualized where the Active Directory service was installed in order to have a 
centralized registry of identities and credentials, which was synchronized with the Cisco 
ISE equipment to validate the identity of the users and assign them the corresponding 
permissions. In addition, the vulnerability analysis platform was provisioned in the 
cloud, and agents were installed in a group of endpoints, which made it possible to run 
simulations of real threats in production networks. 

In addition, an open source SIEM server, Wazuh, was deployed for event correlation, 
which was integrated with the networking and security teams, providing real-time vis-
ibility of what is happening in the company’s infrastructure. Another important aspect 
was network micro-segmentation throughout the infrastructure, with the aim of con-
taining the lateral movement of possible threats. Routing between VLANs at layer 3 
is managed by the Palo Alto firewall, which allows for the configuration of granular 
policies and the control of connectivity between the different areas of the network and 
the servers. 

Several simulation tests were carried out to evaluate the impact of the Zero Trust 
design, comparing the results obtained before and after its implementation (Table 6). 

In Fig. 13, a graph was generated showing the results obtained before and after the 
implementation of Zero Trust. 

Based on the graph, significant improvements can be identified after the implementa-
tion of the zero Trust model. In the “Anomaly Detection” item, there is an increase in the 
percentage of compliance (from an initial low value to more than 70%), which indicates 
that the anomaly detection capabilities have been strengthened. As for the “Granu-
lar Policies” category, significant improvements can also be seen with the ZTA archi-
tecture model. Finally, in the “Access Control” category, the percentage reached 80% 
for the authentication and authorization of users through their profiles and credentials, 
demonstrating the effectiveness of the equipment and configurations implemented.
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Table 6. Statistical tables show the dependent variable results 

Network security (Dependent Variable) 
Dimensions Reliability 
Indicator Micro segmentation Granular policies 

Equation 

X = Number of segmented 

networks / Number of planned 

networks 

X = Number of protected 

networks / numbers of 

established policies 

Weather Quantity Quantity 

August (Pre) 4 18 

November (Post) 11 69 

Dimensions Security 
Indicator Access control Critical Services 

Equation 

X = % (Number of successful 

authentications / total 

authentication number) *100 

X = (Number of services 

protected by ZTNA / Total 

number of services) * 100 

Weather Percentage Percentage 

August (Pre) 0 1 

November (Post) 80 4 

Dimensions Monitoring 
Indicator Vulnerability 
Equation X = Number of anomalies detected / traffic numbers analyzed 

Weather Percentage 

August (Pre) 20 

November (Post) 77 

Fig. 13. Measurement results of the Zero trust architecture
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5 Conclusions 

The increase in cyber-attacks on IT companies is driving the need to rethink traditional 
security designs. In this context, the Zero Trust architecture is presented as an effective 
solution based on the principle of “never trust, always verify”. In order to implement it, a 
detailed assessment of the technological platform must be carried out in order to identify 
the assets that require protection. An important aspect is the integration of devices so 
that they work together to mitigate incidents and continuously monitor possible threats. 
In addition, cybersecurity training for the organization’s employees is essential for the 
success of the project. 

Zero Trust architecture design proposes significant changes to the organization’s 
infrastructure. Essential activities include micro-segmentation, which limits the lateral 
movement of threats. In addition, another key aspect is to control access to resources, 
ensuring that only authorized users can access them. The ZTA model presents technical 
challenges because it involves the incorporation of new technologies. To address this 
issue, manuals for platform administration and training sessions for technical personnel 
have been proposed. On the other hand, it is necessary to adapt security procedures to 
current regulations. 

The results of the project have shown that the Zero Trust design meets the objectives 
set. It has significantly strengthened security controls compared with the situation before 
its implementation. 

The Zero Trust security model is a scalable solution for any IT company looking to 
strengthen its cybersecurity posture. 
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Abstract. Modern society heavily depends on information and communication 
technology (ICT) for various facets of life, such as jobs, growth, and recreation. 
Nevertheless, the rapid advancement of ICT introduces new challenges. Electronic 
waste (e-waste) represents a significant challenge for humanity in the 21st cen-
tury. E-waste refers to any electronic item that is thrown away and has a plug or 
battery, posing risks to both health and the environment due to harmful chemicals. 
A purposive sampling technique was used to select the participants. The data was 
analyzed quantitatively and qualitatively using the content analysis method. The 
findings show that there is generally a low level of awareness about the negative 
effects of e-waste on health and the environment. Furthermore, the most used dis-
posal method was throwing away e-waste (70%) and donating functional devices 
to family or friends (50%). The least preferred methods were burning e-waste 
(40%) and selling (30%). The study also noted that the participants were unaware 
of responsible (formal) recycling as a proper disposal method. The study con-
cludes that education about e-waste should be a priority for the participants as law 
enforcers. 

Keywords: Awareness · Consumer Products · Disposal · Electronic Waste 

1 Introduction 

Modern society heavily depends on information and communication technology (ICT) 
for various facets of life, such as jobs, growth, and recreation. Nevertheless, the rapid 
advancement of ICT introduces new challenges. Electronic waste (e-waste) represents a 
significant challenge for humanity in the 21st century [1, 2]. The quickest expanding cat-
egory of waste is electronic waste, which arises from technological progress, consumer 
demand, and usage patterns [3, 4]. A staggering 62 million tonnes (Mt) of electronic 
waste was generated in 2022, reflecting an 82% increase since 2010. It is projected to 
grow by another 32%, reaching 82 million Mt by 2030 [5]. As reported by Unitar, the 
annual increase in e-waste production is 2.6 million metric tons. 

The researcher conducted a literature review by systematically examining a vast 
array of literature, utilizing software for computer-assisted qualitative data analysis 
(ATLAS.ti) [6, 7]. The findings from the literature review showed no similar results 
to this study. Hence, the study aims to investigate the level of e-waste awareness among 
the police in South Africa.
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This study focuses on e-waste generated by mobile phones and is motivated by 
the rapid rate at which this e-waste is being produced. In 2022, the number of mobile 
subscriptions in use around the globe exceeded 8.58 billion, while the world population 
was approximately 7.95 billion [8]. The overall number of mobile devices is expected 
to reach 18.22 billion by 2025, up 4.2 billion from 2020 [9]. Furthermore, existing 
literature has shown that consumers are generally unaware of the detrimental impacts of 
e-waste on both health and the environment [10]. The remainder of the study is divided 
as follows: In Sect. 2 the methodology is explained. The methodology is followed by 
findings and discussions in Sect. 3. The study concludes in Sect. 4. 

2 Methodology 

2.1 Study Context, Duration and Sampling Technique 

The study was conducted from October 2024 to November 2024 to assess electronic 
waste awareness among police in one of the Gauteng South police stations in South 
Africa. In this qualitative case study, purposive sampling was used to select the par-
ticipants. Ten police personnel participated in the study. Because the participants were 
humans, ethical considerations were upheld from the beginning until the end of the study 
[11]. The following principles were adhered to: participant consent, confidentiality [12]. 

2.2 Data Gathering Tool 

The semi-structured interviews were conducted with the aid of the interview guide. 
The interviews took an average of 40 min [13]. Each interview was recorded using a 
smartphone at a time convenient to the interviewee. 

2.3 Data Analysing Tool 

A verbatim transcription of the recorded data was made. Themes and their code occur-
rences were generated using qualitative and quantitative content analysis, respectively. To 
improve comprehension of the data, quantitative content analysis was used in addition to 
qualitative content analysis. Facts extracted from the text are frequently presented as per-
centages in quantitative content analysis [14]. The ability to be applied both qualitatively 
and statistically is one of content analysis’s special features [15]. 

3 Findings and Discussions 

Disposal technique, e-waste terminology, and e-waste effects on the environment and 
health were the themes and code occurrences that emerged from qualitative and quanti-
tative content analysis respectively. To protect the participants’ identity, the P [P1–P10] 
identifier was used.
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3.1 Disposal 

Every year the electrical and electronic equipment that are no longer wanted by their 
users are thrown away [16]. These devices when not formally recycled or properly 
disposed of pose a threat to the environment and health. P1 offered “I often throw them 
in the municipality rubbish bin when they are broken. Otherwise, I give them to a family 
member or my child”. Municipality relies on landfills. Developing countries lack formal 
landfills and as a result, rubbish bins should not be an option [17]. Responsible donations 
are encouraged as they extend product lifespan and conserve resources. Donations should 
not be a disguise to “throw away” broken equipment. There have been reports of disguises 
as donations committed by developed countries [18, 19]. P7 said, “At work, people flaunt 
flashy smartphones. They put you under pressure so often. You change smartphones to 
keep up with others. Most of my past mobile phones are working and I kept them at 
home”. According to P10 “I keep them home due to personal attachment”. Matching 
with technological advancement is one of the factors that contribute to the problem of 
e-waste [20]. They also argue that keeping or storing mobile phones after their lifespan 
is an improper disposal method. “Often municipality pick-up truck takes weeks before 
collecting rubbish. I burn everything in the backyard. I remember the day I burnt together 
rubbish with my old phone battery. I smelled a choking fume and heard a big blast from 
the fire” (P8). The fumes from burning e-waste affect everyone in the surrounding. There 
are reported cases of how e-waste fumes negatively affect the human body [21, 22]. 

Next, the researcher utilized quantitative content analysis to determine the code 
frequency of occurrence for the disposal theme in Table 1. The most preferred disposal 
method by the participants was throwing away their e-waste (70%). This is an example 
of an improper way to dispose of e-waste. This finding is similar to the study conducted 
by Maimba, Ngau, Mugo and Health [23] Nairobi City County where participants do not 
recognize the possible adverse impacts on their lives and the environment resulting from 
the e-waste disposal methods they employ. Again, this result aligns with the research 
carried out by Nuwematsiko et al. (2021, which indicated that selling and donating were 
also common methods of disposal. Followed by donating to a friend or family member 
(50%). Selling the gadget stood at 30% while burning e-waste was at 40%. None of 
the participants indicated that the e-waste is sent to marked bins at malls or shopping 
complexes for recycling. Responsible recycling, that is formal recycling is one of the 
proper methods to dispose of e-waste. In this case, participants were all unaware of 
responsible or formal recycling. 

Table 1. Code frequency of occurrence for disposal 

content Subject 

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 total 

Burn 0 1 1 0 0 0 1 1 0 0 4 

Throw away 1 1 1 1 1 1 0 0 1 0 7 

Donate 1 0 0 1 1 1 0 0 0 1 5 

Recycle 0 0 0 0 0 0 0 0 0 0 0

(continued)
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Table 1. (continued)

content Subject

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 total

Sell 0 0 1 0 0 0 1 0 1 0 3 

Keep it 0 0 0 0 1 0 0 1 0 1 3 

marked e-waste bins 0 0 0 0 0 0 0 0 0 0 0 

3.2 E-Waste Effects on Health and the Environment 

When e-waste is mismanaged it tends to be harmful to the environment and the human 
body [24]. What makes e-waste to be hazardous is its composition. E-waste consists 
of valuable and harmful materials [25]. Studies have found that people are not aware 
of e-waste’s harmful consequences on the environment and health when improperly 
managed [26]. “Months ago, I watched a program on television where e-waste was 
the subject” (P3). P6 offered “I once cut off an article from a newspaper for my son’s 
assignment where they spoke about e-waste as contributing to climate change”. Based 
on the feedback from participants, education plays a crucial role in instructing others 
about the harmful effects of e-waste on the environment [27, 28]. Their opinions are 
backed by existing research, which emphasizes that prioritizing education is essential 
[26, 29]. 

Next, the researcher utilized quantitative content analysis to determine the code 
frequency occurrence of the theme e-waste’s detrimental effects on the environment 
and health in Table 2. It was found that 70% of the participants were unaware of the 
detrimental effects of e-waste on health and the environment. This finding is similar to the 
study conducted by Almulhim [30] where 70.1% of the participants claimed not to have 
been educated about the detrimental effects of e-waste on health and the environment. 

Table 2. Code frequency occurrence on E-waste effects on health and the environment. 

content Subject 

P1 P2 P3 P4 P5 P6 P7 P 
8 

P9 P10 total 

Aware 0 0 1 0 0 1 0 0 0 1 3 

Not aware 1 1 0 1 1 0 1 1 1 0 7 

3.3 Electronic Waste Terminology 

Electronic waste is unwanted electrical or electronic operated device that is no longer 
serve the purpose for the user or the owner. The device does not necessarily have to be
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dysfunctional. “I think e-waste is an electronic device that you don’t need. For example, 
like this phone/ if it is broken, I will call it e-waste” (P4). 

Indeed, e-waste is more than that as it also includes electrical and the device doesn’t 
have to be dysfunctional. If is no longer needed by the owner regardless of the status is 
referred to as e-waste. P9 said, “I am not sure, but it must be something unwanted”. P1 
said, “I don’t know…”. E-waste refers to any electronic item that is thrown away and 
has a plug or battery, posing risks to both health and the environment due to the presence 
of harmful chemicals [31]. Next, the researcher utilized quantitative content analysis 
to determine the code frequency on comprehension of e-waste terminology theme in 
Table 3. Only three participants understand what the meaning of e-waste (30%) is. Most 
participants have no sound knowledge of what e-waste (70%) is. 

This finding is similar to the study conducted by Nisha et al. (2022) where the 
majority of participants were unaware of the term “e-waste”. E-waste produced from 
abandoned electrical and electronic equipment (EEE) is typically classified into three 
primary categories: large domestic appliances (such as laundry appliances and cooking 
appliances), information technology and telecommunications devices (including Net-
working equipment and satellite phones, and laptops), and consumer electronics (like 
PlayStation, wearables and smart remotes) (Perkins et al., 2014). 

Table 3. Code incidence rates on comprehension of e-waste terminology. 

content Subject 

P1 P2 P3 P4 P5 P6 P7 P 
8 

P9 P10 total 

e-waste term. 0 1 0 1 0 0 0 0 0 1 3 

The discussions on the results of the study will be provided: The reasons for keeping 
unwanted e-waste at home included a personal connection to the items which led many 
to hesitate in discarding them, and a lack of awareness regarding responsible disposal 
options. This research shares similarities with others, which will be elaborated on: 

Responsible donations are encouraged as they extend product lifespan and conserve 
resources [32]. Nevertheless, mishandled contributions can damage the reputation of the 
donor, particularly if the donations are utilized for unethical or improper reasons [33]. 
Donations should not be a disguise to “throw away” broken equipment. There have been 
reports of disguises as donations committed by developed countries [18, 19]. Again, this 
result aligns with the research carried out by Nuwematsiko, Oporia, Nabirye, Halage, 
Musoke and Buregyeya [34] which indicated that selling and donating were also common 
methods of disposal. 50% of the participants claim to make donations to friends or family 
members. Burning of e-waste was also noted. 40% of the participants were found to burn 
their e-waste. Incinerating electronic waste leads to the release of greenhouse gases [35]. 

Incinerated e-waste poses risks to nearby individuals, as fumes can disperse over 
long distances and may have detrimental impacts on human health and the environment 
[16]. The most preferred disposal method by the participants was throwing away their 
e-waste (70%). This finding is similar to the study conducted by Maimba, Ngau, Mugo 
and Health [23] Nairobi City County where participants do not recognize the possible
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adverse impacts on their lives and the environment resulting from the e-waste disposal 
methods they employ. None of the participants indicated that the e-waste is sent to 
marked bins at malls or shopping complexes for recycling. It seems that individuals 
tend to avoid using designated containers at shopping centers and malls because these 
locations are frequently situated far from residential areas. Nevertheless, having marked 
collection bins at malls and complexes motivates consumers to properly discard small 
appliances [36]. 

Responsible recycling, that is formal recycling is one of the proper methods to 
dispose of e-waste. In this case, participants were all unaware of responsible or formal 
recycling. It was found that 70% of the participants were unaware of the detrimental 
effects of e-waste on health and the environment. This finding is similar to the study 
conducted by Almulhim [30] where 70.1% of the participants claimed not to have been 
educated about the detrimental effects of e-waste on health and the environment. Most 
participants have no sound knowledge of what e-waste (70%) is. This finding is like the 
study conducted by Nisha, Shajil, Dutta and Jain [37] where the majority of participants 
were unaware of the term “e-waste”. 

4 Conclusion and Recommendations 

The researcher performed a literature review by methodically analyzing a wide range of 
publications, employing software for qualitative data analysis (ATLAS.ti). The outcomes 
of the literature review revealed no comparable findings to this research. Therefore, the 
objective of this study was to explore the level of awareness regarding e-waste among 
the police in South Africa. This research concentrates on e-waste arising from mobile 
phones and is driven by the rapid generation of this type of waste. The findings showed 
that there is generally a low level of awareness about the negative effects of e-waste 
on health and the environment. Participants were all unaware of responsible or formal 
recycling. 

It was found that 70% of the participants were unaware of the detrimental effects 
of e-waste on health and the environment. Only three participants understand what the 
meaning of e-waste (30%) is. Most participants have no sound knowledge of what e-
waste (70%) is. The most preferred disposal method by the participants was throwing 
away their e-waste (70%). The findings of this study are similar to the studies other 
studies conducted elsewhere by the following authors: [23, 30, 37] and [34]. The study 
recommends that police officers should be educated on environmental issues such as 
e-waste. They must ensure that the laws are enforced. 
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Abstract. In this work, we explore the application of machine learning techniques 
in archaeology with the goal of automating the identification and classification of 
images of clans and family symbols on household items found during archaeolog-
ical excavations. These images are known as “tags”. We propose a novel approach 
to object recognition and classification based on a data-driven method using two 
models. The study investigates the possibility of enhancing prediction accuracy by 
merging data from two algorithms to improve object classification. We conducted 
tests and experiments to validate the effectiveness of our chosen models, and the 
results show an accuracy rate of 0.762 for known categories and 0.507 for newly 
discovered categories. Additionally, we propose a method for using the created 
dataset to train algorithms for detecting and categorizing objects. 

Keywords: Object Detection Algorithms · Image Recognition · Image 
Classification · Tamgas · Data Fusion · Synthetic Datasets 

1 Introduction 

Machine learning techniques can be employed in archaeological research to automate 
various operations and tasks. These techniques allow for the categorization of artifacts 
found during excavations, the reconstruction of archaeological sites and landmarks, and 
the identification of potentially significant locations using satellite images. The use of 
these algorithms greatly simplifies and speeds up the work of archaeologists, relieving 
them of repetitive tasks and enabling them to focus on more intricate and substantial 
research. 

One of the primary symbols encountered in the archaeological studies of nomadic 
tribes is the clan family sign, known as a tamgas. Tamgas originated from the sim-
plest geometric figures, sacred pictograms, birds, animals, household items, tools, and
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weapons [2]. They were marked on clan property, used to label the borders of arable 
lands, pastures, valuable personal belongings, domestic animals, coins, and rulers’ docu-
ments. In some cases, tamgas were inscribed on stone or other large objects when treaties 
were concluded, serving as a signature and sealing an oath [3, 4]. 

As a general rule, members of a particular clan will adopt the tamga (a hereditary sym-
bol) of their ancestors and either add a new element to it or make modifications. Changes 
in tamgas can indicate family ties, as they reflect the genetic connections between differ-
ent generations within the same family. These symbols allow us to trace the history of a 
family and establish the degree of relationship among its members. They can also help 
us determine the clan or tribe to which a person belongs. Tamgas serve as an important 
resource for studying the history and culture of the people who use them, helping us 
understand connections between ethnic groups, migrations, interactions, shared traits 
and differences, as well as the influence of external factors on the formation and evolu-
tion of traditions. Thus, tamgas provide valuable insights into family relationships, the 
history of individuals and communities, as well as cultural characteristics and identities. 
The use and adaptation of existing machine learning techniques in the study of tamgas 
could provide significant assistance in solving various scientific and practical problems. 
For example, they could help identify ancient human remains, determine the origin of 
goods and materials, and establish the authenticity of documents and artifacts. 

The relevance of the study on the classification of clan family signs using machine 
learning methods stems from the labor-intensive nature of the process involved in collect-
ing, organizing, and analyzing large amounts of tamga data. This challenge is exacerbated 
by the lack of readily available and effective tools to perform these tasks efficiently. The 
process of organizing tamgas into a system is a time-consuming and challenging task 
that requires significant expertise. It is prone to errors, as it is based on the subjective 
opinions of experts. In order to address these challenges, we aim to develop a machine 
learning-based approach to classify clan families using images of household objects. 

To achieve this goal, we need to complete several tasks. First, we must select algo-
rithms that can accurately recognize objects in images. Then, we need to collect and 
organize images containing clan family symbols in order to create a dataset. Next, we 
will create annotation files to label symbols in the images. Finally, we will prepare the 
data for training deep learning models and train the models to identify and classify the 
tamgas. After training, we will test the effectiveness of the models using test data. 

2 Materials and Methods 

The task of classifying clan family signs is a complex one. Traditional approaches 
that use a fixed number of classes can be challenging, as it is not always possible to 
know in advance all the possible classes that exist. During archaeological excavations, 
new clan signs may be discovered, which could lead to inaccuracies in classification. 
To address this challenge, we propose using a two-model approach to identification and 
classification. This method involves dividing the data into two groups and using different 
models to predict the class of each group. An illustration of this method is presented in 
Fig. 1. 

The first model takes an original image as input and identifies the target object. 
It determines its coordinates and extracts the object for further processing by another
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Fig. 1. The method of tamgas identification and classification developed by the authors. 

model. The classification process then takes place, resulting in a probabilistic estimate 
of the object’s class membership. The second model transforms the extracted object into 
a vector representation and performs a k-nearest neighbor search in multidimensional 
space. This involves calculating the distance between vector representations of the target 
object and objects in the database. The model identifies objects with similar character-
istics that are closest to the target. The results from these two models are passed to a 
third model in the data fusion module. This final model makes the decision on the class 
of the tamga. 

The advantage of this approach is its scalability and flexibility. By splitting the 
process into two stages, we can optimize and improve each part individually. This often 
leads to better quality solutions than using a single, comprehensive model. Training 
multiple specialized models for simpler tasks can also be more effective than attempting 
to configure one model for all tasks. 

To address the task of object identification and classification in an original image, 
several models were considered. These models were chosen based on their high per-
formance on recent benchmark tests and their size, which allows them to be trained on 
an Nvidia 3060 GPU with 12 GB of memory. As a result, several popular models for 
object detection were selected, including Cascade R-CNN, Faster R-CNNs, RetinaNet, 
and YOLO v3 (MobileNet_V2). 

To address the task of classifying extracted objects, we need to select a model that 
transforms the image into an embedding. An embedding is a vector that encodes data into 
a lower-dimensional space while preserving the essential characteristics of the original 
dataset. Common architectures used for generating embeddings include models that are 
used for classification tasks because they can effectively extract useful features from data. 
Therefore, five models were selected for this classification task: ResNet-50, ResNet-18, 
MnasNet, MobileNet and ShuffleNet. 

Metric learning is a widely used technique in training embedding models. It is an 
approach in machine learning that aims to find optimal ways to measure the similarity 
or distance between objects. The main idea behind metric learning is to train a model
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to evaluate the degree of similarity between objects based on their representation in a 
given space. 

In metric learning, the choice of loss function, which guides the learning process 
towards creating optimal distances between objects in the feature space, plays a crucial 
role. This work particularly focuses on two of the most popular loss functions: Arc-
FaceLoss and TripletLoss. These loss functions are critical to the effectiveness of metric 
learning, especially in tasks related to face recognition and object identification. 

The choice between these two types of loss functions and their tuning depends on 
the specific requirements of the task and the characteristics of the data. In the context 
of metric learning, a properly configured loss function can significantly enhance the 
model’s generalization ability, improve identification accuracy, and increase the sys-
tem’s efficiency in real-world conditions. The metric used is RetrievalMAP (Retrieval 
Mean Average Precision), which evaluates the quality of an information retrieval or 
recommendation system. It measures how successfully the system finds relevant results 
among the nearest neighbors for each query. This task considers the search quality for k 
values of 1, 5, and 10, where k is the number of neighbors (embeddings) considered for 
the evaluation. 

For machine learning methods to work effectively, a comprehensive dataset contain-
ing diverse examples that adequately represent the overall population of all potential 
application scenarios in real-world conditions is essential. Creating a quality dataset is 
a critically important stage in the development and training of models, as it affects the 
accuracy and reliability of the results obtained using neural network algorithms. How-
ever, in some cases, creating such a dataset is a challenging task. In the study presented 
in this work, the main source data are photos from catalogs and archaeological drawings 
(Fig. 2), which are available in limited quantities [9]. 

Fig. 2. Examples of available archaeological artifact data 

Due to the limited access to the necessary amount of data during the data collection 
stage, it was decided to adopt the approach suggested by the authors in works [10–12] and 
use synthetic data. As a result, the resulting dataset consisted exclusively of generated 
data, which ensured full control over the quality of the data and their annotation. Data
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generation was carried out using Blender software. In the Blender computer graphics 
environment, using the Blender Python API package, images of archaeological artifacts 
were created (Fig. 3) according to the following established rules: 

1. An image of a tamga is selected and uploaded, then it is converted to a vector 
representation, and additional modifiers are applied: shape distortion and boundary 
deformation. 

2. A 3D model of the object is uploaded, and a scaling modifier is applied in accordance 
with real dimensions, along with arbitrary rotation around all three axes by a random 
degree from 0º to 360º. 

3. The tamga is placed on the object in a random position, where it is either “embossed” 
or “engraved” on its surface, simulating different ways of applying marks as it occurs 
in real life. 

4. A texture is randomly applied to the object to simulate various types of stone, wood, 
clay and metals. A random background from the available options is also set. 

5. The position and parameters of the light source and camera are also randomly selected, 
which helps create a diverse dataset. 

This diversity is necessary to improve the model’s generalization ability and its 
effectiveness in real-world conditions. Random placement and modification of objects, 
marks, and environment allow the creation of a dataset that covers a wide range of 
possible scenarios. Examples of images obtained in this way are shown in Fig. 3. 

Fig. 3. Generated data set 

Due to the fact that the position of the tamga is calculated relative to the object 
and not relative to the scene, it was decided not to compute the final position of the 
tamga after rendering, but to obtain it through a mask during the rendering process. This
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approach allowed for a more accurate and convenient definition of the tamga’s position 
on the object. The study utilized 16 classes of hereditary family marks, each containing 
621 images. The total size of the generated dataset amounted to 9,936 images. The 
code for the Blender Python API used to generate the synthetic dataset is available in 
the public project repository at the following link: https://github.com/GitProjectsForA 
rticles (accessed on 13 August 2024). 

3 Results 

For the implementation of final object identification and classification, several stages 
were conducted. The first stage focused on a comparative analysis of several machine 
learning models to determine which one exhibits the best performance and, therefore, 
should be further trained for a greater number of epochs. The optimizer chosen for the loss 
function was Adaptive Moment Estimation (or Adam [13]) with standard parameters. 
During the study, each model was trained for 50 epochs. The training results are presented 
in Table 1. 

Table 1. Results of the first run of training detection models. 

Model Best epoch Best mAP metric result 

Cascade R-CNN 34 0.445 

Faster R-CNN 30 0.386 

RetinaNet 46 0.32 

YOLOv3 (mobilenet_v2) 50 0.202 

The best results were shown by the Cascade R-CNN and Faster R-CNN models, with 
maximum performance values recorded at the 34th and 30th epochs, respectively. There-
fore, further training of these models seems unnecessary. The RetinaNet and YOLOv3 
(mobilenet_v2) models showed the best results closer to the 50th epoch, indicating the 
possibility of further improvement. 

The aim of the second stage was to verify how much the selected models could 
improve their performance by increasing the number of epochs to 300. The results of 
the additional training are presented in Table 2. 

Table 2. Results of the second run of training models. 

RetinaNet YOLOv3 (mobilenet_v2) 

Best mAP metric result 0.676 0.321 

Best epoch 70 98

https://github.com/GitProjectsForArticles
https://github.com/GitProjectsForArticles
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RetinaNet showed the best results on tests with synthetic data and was able to train 
for a longer period without signs of overfitting. Thus, detection of tamgs (tags) can be 
implemented with a model possessing a simple architecture. This implies that for suc-
cessful completion of the task of tamg identification and recognition, it is not necessary 
to use high-level or complex models, which, in turn, can contribute to the reduction of 
computational costs and simplification of the training process. 

The third stage was conducted to determine the best model for embedding classifica-
tion. The loss function chosen was the Triplet loss function with the All Triplet Mining 
strategy and a margin parameter of 0.9, which is a standard in metric learning. No aug-
mentations were applied to the input data. All images were normalized and scaled to a 
size of 299 × 299. This was done to ensure that the models were tested under equal con-
ditions, and conclusions could be drawn about how well a particular architecture suits 
the task at hand. All models were trained for 20 epochs. After that, tests were conducted 
and the RetrievalMAP@k metric was calculated for k equal to 1, 5, 10. The results of 
RetrievalMAP@5 are presented in Table 3. 

Table 3. Embedding models training results 

Model Best RetrievalMAP@5 metric result Best epoch 

ResNet50 0.406 15 

ResNet18 0.412 20 

MNASnet 0.371 12 

MobileNet 0.365 20 

ShuffleNet 0.345 10 

The best results at this stage were demonstrated by the ResNet18 model. It out-
performed its “lightweight” competitors by 3.7–6.7%, as well as the ResNet50 model, 
which has a greater number of layers. Additionally, the best metric value occurred at 
the 20th epoch out of 20, indicating that the model did not overfit and it makes sense to 
continue further training. 

In the final, fourth stage, experiments were conducted with three modifications, and 
the epoch limit was set to 100: 

1. The first modification with standard parameters. 
2. In the second modification, the Hard triplet mining strategy was used instead of the 

all triplet mining strategy. 
3. In the third modification, the loss function was replaced, using ArcFaceLoss instead 

of Triplet loss. 

The results of the training stage are presented in Table 4. 
The results of the second round showed that the best training configuration was 

the first modification with the standard parameters used in the third stage. The best 
choice turned out to be the basic ResNet architecture with 18 layers and the Triplet loss 
function paired with the All triplet mining strategy. The training results of the chosen
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Table 4. Results of Training with Modifications for the Model 

Modification Best epoch RetrievalMAP@5 

1 33 0.441 

2 17 0.309 

3 24 0.357 

model indicate that the selected approach can indeed be used to solve the given task. 
The open results of the current research are available in the public project repository at 
the link: https://github.com/GitProjectsForArticles (accessed on 13 August 2024). 

For the evaluation of the final classification quality, the standard Accuracy metric was 
used. During the prediction process of the embedding models, the most common class 
among the five nearest neighbors was determined, similar to the operation principle of the 
k-nearest neighbors (KNN) classifier. The test sample consisted of fifteen categories used 
during training and one held-out category that did not participate in model training. The 
accuracy metric was calculated separately for the categories known during training and 
for the new category. The obtained accuracy values were 0.762 and 0.507, respectively. 
The results indicate that the known categories are classified with much higher accuracy 
compared to the unknown category. 

4 Conclusion 

In this paper, we propose a method for identifying and categorizing clan insignia on 
archaeological artifacts. Our approach relies on applying several machines learning 
algorithms and combining their classification results to enhance prediction accuracy. 
We selected models that are best suited for identifying clan insignia, and then analyzed 
them. To create a robust detection model, we generated a synthetic dataset using the 
image generation method. A series of tests were conducted to confirm the quality of the 
detection, demonstrating that data plays a crucial role in solving this task. The proposed 
approach proves effective at all stages of model training for solving problems with open-
type data. The accuracy of the model remains high for classes that are not involved in 
training, indicating that this approach can be applied to other similar problems. 

Natural extensions include applying this approach to various archaeological tasks 
related to symbol recognition, such as recognizing runic symbols of ancient Germanic 
peoples. This set of software tools allows for the automation of clan insignia classifi-
cation based on images of household items. In the next phase of this research, we will 
focus on data generation and the collection of real-world images. We may need to use 
data annotation services to augment the training dataset with real data. We will also 
conduct further research using data fusion techniques to improve the accuracy of object 
classification.

https://github.com/GitProjectsForArticles
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Abstract. Advances in image identification and classification algorithms com-
bined with the available computing power have enabled computers to identify and 
classify images with great precision and speed. Modern computers, with well-
trained algorithms, are capable of identifying and classifying images in fractions 
of a second when compared to any human competitor. This work will demonstrate 
the comparative results of three convolutional neural networks, namely: Incep-
tionV3, ResNet50V2 and Xception. The work will discuss the neural networks 
mentioned and their respective results regarding accuracy, precision, f1-score and 
the Confusion Matrix. The algorithms above were trained using chest x-ray images 
of healthy patients, patients with viral pneumonia and patients with bacterial pneu-
monia. Although there are three types of patients, we only see two possibilities: 
normal or pneumonia. As a result of the three networks analyzed, the one that 
performed best in identifying images with pneumonia was InceptionV3, deliver-
ing an average weighted result of 91% of the demonstrated metrics and was also 
the one that presented the best result in the Confusion Matrix. The other neural 
networks were behind by approximately four percent in the metrics. Given these 
results, it can be stated that all networks performed well in classifying images with 
Pneumonia. 

Keywords: Convolutional Neural Network · Machine Learning · Machine 
Learning Algorithms · Deep Learning · Artificial Intelligence · Image Detection 
and Classification · Pneumonia 

1 Introduction 

1.1 Contextualization and Scope of the Theme 

Pneumonia is an infectious disease that affects the lungs, causing inflammation of the 
alveoli. Its main symptoms include fever, chest pain, cough, and difficulty breathing 
(Santos 2021). There are several ways to contract the disease. The two most well-known 
causes are viral and bacterial pneumonia. In the case of viral pneumonia, the condition 
may rapidly evolve into complications, potentially leading to faster inflammation in
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the airways. The most common agents for this type are the Coronavirus and Influenza 
(H1N1). For bacterial pneumonia, the most common agent is the bacteria Streptococcus 
pneumoniae. However, it is worth noting that bacterial strains causing common flu may, 
depending on other factors, lead to a pneumonia diagnosis (Santos 2021). 

According to UNICEF (2023), pneumonia is the infectious disease that causes the 
most deaths among children. A child dies every forty-three seconds due to pneumonia. 
In Brazil, according to the Brazilian Society of Pulmonology and Phthisiology (2022), 
there were 31,027 deaths from January to August 2023. Despite these statistics, nearly 
all of these deaths could have been prevented, as one of the primary causes of this 
high mortality rate is the failure to seek medical care promptly after the onset of initial 
symptoms (UNICEF 2023). Another issue highlighted in the study is the low likelihood 
of families in rural areas accessing treatment. 

As noted by Morsch (2020), the most common method to diagnose pneumonia 
involves clinical examination, which includes asking questions about the patient’s med-
ical history and whether they have experienced any respiratory illnesses in the past. The 
next step is lung auscultation, and if any respiratory issues are suspected, complementary 
exams, such as chest x-rays, are requested. Using these x-rays, physicians can visually 
confirm or rule out lung abnormalities in the patients undergoing imaging exams. 

According to Figueiredo (2009), a widely used tool for diagnosing pneumonia is chest 
radiography, as it allows the detection of lung opacities that may indicate the presence 
of the disease. However, the use of machine learning algorithms for the classification 
and identification of pneumonia can assist physicians in expediting the image analysis 
process. This can significantly reduce the workload of healthcare professionals and 
considerably decrease the time required for diagnosis, especially in areas where there is 
a shortage of physicians to perform the visual analysis of imaging exams. 

Given the facts outlined above, this study focuses on comparing three Convolutional 
Neural Network models in the classification and identification of images with or without 
pneumonia. For this, the networks Xception, ResNet50V2, and InceptionV3 were used, 
and the dataset for training was obtained from Kaggle. The dataset used for deep learning 
comprises x-ray images of healthy individuals and individuals with viral or bacterial 
pneumonia. This article will present the results for each of the three neural networks 
chosen by the author. However, the metrics used to determine which neural network 
outperformed the others will be demonstrated later. 

1.2 Objectives 

This study aims to compare deep learning models for computer vision, using the net-
works Xception, ResNet50V2, and InceptionV3, to identify the model that best classifies 
pneumonia in images. 

Specific Objectives 

1. Train the neural networks Xception, ResNet50V2, and InceptionV3 for the classifi-
cation and identification of pneumonia in images. 

2. Research the best parameters for each model.
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3. Evaluate the classification results of each model. 
4. Highlight the model with the best configuration for the problem. 

1.3 Justification 

With the technological and scientific advancements of recent decades, computational 
power, combined with newly discovered algorithms, has enabled machines to identify 
and classify images faster and more efficiently than any human. Through deep learning, 
this study seeks to present a comparison of three neural networks and assist in select-
ing the best currently available networks for identifying and classifying pneumonia in 
medical images. 

2 Theoretical Framework 

2.1 Machine Learning 

Contrary to what many might imagine, the foundations of Machine Learning date back to 
the first half of the 20th century. Arthur Samuel, in his 1959 article, stated that Machine 
Learning involves providing computers with the ability to learn without needing to be 
explicitly programmed (Samuel 1959). 

Machine Learning is a branch of artificial intelligence focused on the development 
of algorithms and statistical models that enable computers to learn a specific task using 
data, without requiring explicit programming to perform the task (Goodfellow et al. 
2016). 

Machine Learning intersects with various fields, such as statistics, engineering, math-
ematics, cognitive science, optimization theory, and information theory (Qiu et al. 2016). 
Its broad applicability extends to areas such as medical imaging. 

2.2 Artificial Neural Networks 

An Artificial Neural Network is composed of three types of layers: the input layer, the 
hidden layers, and the output layer. While the input and output layers each consist of a 
single layer, the hidden layer may include multiple layers. All layers contain artificial 
neurons connected to neurons in adjacent layers. The central idea of an Artificial Neural 
Network is to construct multiple interconnected layers of artificial neurons aimed at 
achieving learning capabilities (Wanker 2014). Below is a graphical illustration of this 
structure, showing an input layer, two hidden layers, and an output layer. 

The human brain solves various problems, ranging from logical and cognitive tasks, 
such as learning a skill and applying it daily, to motor tasks, like running or responding 
to a threat. Artificial Neural Networks are designed to model the way the brain executes a 
function or task, solving classification, clustering, or regression problems (Braga 2007). 

However, it is important to note that Artificial Neural Networks cannot compare 
to the complexity of the human brain. Many aspects of brain functionality and the 
biochemical processes involved remain unknown to the global scientific community 
(Bassett; Gazzaniga 2011).
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In 1957, Frank Rosenblatt proposed the perceptron, an evolution of the McCulloch 
and Pitts model. Although it bears a visual resemblance to the McCulloch and Pitts model, 
there were significant fundamental and practical changes. Among these changes was the 
abandonment of a strictly Boolean (binary) numerical domain and the introduction of 
bias. It is worth noting that Rosenblatt developed the single-layer perceptron, as his 
algorithm was not designed to include multiple layers. Since only multilayer neural 
networks allow for the modeling of a hierarchy of features, Rosenblatt’s perceptron is 
incapable of performing nonlinear classification, such as the XOR function (Minsky; 
Papert 2017). 

The perceptron consists of:

• Inputs: These are the input data. The data is received and immediately multiplied by 
a weight.

• Weights: Each input is associated with a specific weight, which determines its signif-
icance for the model. As training progresses, these weights are adjusted to optimize 
the perceptron’s performance.

• Weighted Sum: The inputs, multiplied by their respective weights, are summed to 
produce the weighted sum.

• Activation Function: At this stage, the neuron’s activation is determined by a linear 
combination of the inputs and weights from the previous steps. If the result exceeds a 
certain threshold, a “trigger” is activated, yielding a result of either 0 or 1 in step-type 
activation functions, for example.

• Bias: The bias is a variable added after the weighted sum and before being passed to 
the activation function. Bias adjusts the perceptron’s decision by directly influencing 
the type of trigger activated in the next step of the activation function. 

The operation of the Perceptron begins with random values assigned to weights and 
bias. Next, for each training example, the weighted sum of the inputs is calculated, 
considering their respective weights, with the bias added at the end. The weighted sum, 
now including the bias, is then passed through the activation function to produce the 
Perceptron’s output. Subsequently, this output is compared to the actual label of the 
training example to calculate the error. In the following step, the weights and bias are 
updated using a learning algorithm aimed at reducing the error. Finally, this process is 
repeated multiple times or epochs until the Perceptron achieves weight and bias values 
that yield good accuracy. 

2.3 Supervised and Unsupervised Learning 

Typically, the two main approaches or strategies used in Machine Learning are supervised 
learning and unsupervised learning, with the former also known as predictive and the 
latter as descriptive (Russel; Norvig 2021). 

Supervised learning is a type of Machine Learning in which the machine runs algo-
rithms that, based on labeled data, trains itself to make decisions or predictions derived 
from the training process. This type of learning is the most commonly used and studied 
because it is easier for a machine to learn during training using a labeled dataset than 
with an unlabeled one (Shukla 2018). According to Shukla (2018), supervised learning
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can solve regression or classification problems. This work will use this type of Machine 
Learning. 

In unsupervised learning, the algorithm trains and learns from unlabeled data, seeking 
to identify patterns that are difficult for humans to discern due to their complexity. 
Clustering and dimensionality reduction are the scenarios in which this approach is 
typically applied (Goodfellow et al. 2016). 

2.4 Deep Learning (DL) 

Deep Learning is a rapidly growing branch of artificial intelligence that leverages algo-
rithms to explore various types of information. In healthcare, DL addresses a wide range 
of issues, from cancer screening and infection monitoring to personalized treatment 
recommendations (Suganyadevi et al. 2022). 

Unlike other machine learning techniques, DL is based on using multilayer artifi-
cial neural networks, enabling learning at various levels of abstraction. DL techniques 
have significantly improved accuracy in areas like speech recognition, object detection 
and recognition, image classification, and many other applications across diverse fields 
(Lecun et al. 2015). 

DL involves machine learning algorithms that use multiple computational layers, 
each learning a representation of the input data (Ekman 2021). This capability to auto-
mate tasks traditionally performed by humans and enhance result accuracy across various 
domains highlights the immense utility of DL. 

DL techniques are not new, but for a long time, computational limitations hindered 
progress in this area. Today, these limitations have been overcome due to the availability 
of robust hardware, such as Graphics Processing Units (GPUs), which accelerate algo-
rithm execution and are undergoing exponential growth and evolution (Suganyadevi 
et al. 2022). 

Additionally, one of the key features of DL is its ability to learn complex patterns, 
even in large datasets, whether they consist of images, audio, or text. This makes DL mod-
els highly adaptable and capable of producing efficient and accurate results in numerous 
applications. 

2.5 Metrics 

As with any comparison, it is essential to understand the criteria used to distinguish the 
best option among candidates. In this section, the metrics used to evaluate and com-
pare the performance of the three selected neural networks—Xception, ResNet50V2, 
and InceptionV3—are presented. Employing metrics to measure the quality of model 
outcomes, assessing both errors and successes, is crucial because different metrics are 
suited to different problems (Sokolova et al. 2006). 

2.6 Confusion Matrix 

A confusion matrix allows for the analysis of correctly predicted classes along its main 
diagonal, which includes True Positives (TP) and True Negatives (TN). Errors, rep-
resented as False Positives (FP) and False Negatives (FN), appear in the secondary 
diagonal. Below is an example of a confusion matrix at Fig. 1:
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• True Positives (TP) and True Negatives (TN): Correctly predicted cases by the algo-
rithm, such as classifying a healthy lung as healthy or a lung with pneumonia as 
having pneumonia.

• False Positives (FP): Cases where the algorithm incorrectly classifies a healthy lung 
as having pneumonia.

• False Negatives (FN): Cases where the algorithm incorrectly classifies a lung with 
pneumonia as healthy. 

Fig. 1. Confusion Matrix 

2.7 Accuracy 

In classification problems, accuracy is the proportion of correct predictions made by the 
model out of all predictions. The formula is as follows: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) (1) 

2.8 Precision 

Precision measures the proportion of true positives among all positive predictions made 
by the model. It is particularly affected by a high number of false positives (FP). The 
formula is as follows: 

Precision = TP / (TP + FP) (2) 

2.9 Recall 

Recall, or sensitivity, measures the proportion of true positives among all actual positive 
cases. It is highly influenced by false negatives (FN). The formula is as follows: 

Recall = TP / (TP + FN) (3)
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2.10 F1-Score 

The F1-Score is the harmonic mean of precision and recall. It is useful for analyzing 
these metrics simultaneously, especially when false positives (FP) and false negatives 
(FN) are low. The formula is as follows: 

F1 − Score = 2 × (Precision × Recall) / (Precision + Recall) (4) 

3 Related Works 

Below are the related works presented. 

3.1 Comparison of Neural Models for X-Ray Image Classification for COVID-19 
Detection 

In this work, the authors Togni and Attux (2021) presented a comparative analysis of 
methods for detecting COVID-19 from x-ray images. The database was divided into three 
categories: “normal,” “pneumonia,” and “COVID.“ Eight pre-trained networks were used 
with the application of transfer learning: SqueezeNet, Densenet, Resnet, AlexNet, VGG, 
GoogleNet, ShuffleNet, and MobileNet. 

As a result, the network that showed the best accuracy was Densenet, with 97.64%, 
using the ADAM optimization function in a multiclass approach, while the networks that 
stood out in binary classification and identification were VGG, ResNet, and MobileNet, 
all three tied with a precision of 99.98%. 

The work also conducted a comparative evaluation using heat maps. The reason for 
using this type of comparison was to visualize the areas of the image that were relevant 
to the neural network at the time of classification. The area of the image where there 
is red indicates strong activation, yellow indicates a lesser activation than red, and in 
regions where light blue and dark blue stand out, there are areas of low or no activation. 

The similarity between the two works is that both use Convolutional Neural Networks 
for classification and identification of lung diseases, using a set of x-ray images of lungs 
for training, validation, and testing. The difference lies in the fact that the work uses 
three classes, “normal,” “pneumonia,” and “COVID,” while in this work, the dataset was 
divided into two classes, “normal” and “pneumonia.“ There was also the use of heat 
maps, while this did not use such a tool. 

3.2 Convolutional Neural Networks Applied in the Detection of Pneumonia 
from X-Ray Images 

The authors Silva et al. (2020), aiming to classify and detect pneumonia in medical radio-
graphy images, used three architectures of convolutional neural networks: Resnet50, 
VGG-16, and InceptionV3. 

The database used consisted of thoracic x-ray images of patients with viral and bac-
terial pneumonia, as well as images of healthy lungs. The image bank had three classes: 
“normal,” “viral pneumonia,” and “bacterial pneumonia.“ The image bank consisted of
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5,856 images, the vast majority of which belonged to children (5,232). Of these, 3,883 
consisted of images with pneumonia (2,538 bacterial and 1,345 viral) and 1,349 images 
of healthy lungs. 

However, the authors decided to conduct tests using two classes, “normal” and “pneu-
monia,” aiming to find an ideal, more generalized architecture, before increasing the 
number of classes. During the tests with the two classes, 4,273 images belonged to 
patients with pneumonia and 1,583 were images of people with healthy lungs. 

As a result, in terms of accuracy, the ResNet50 network was the winner, demon-
strating an accuracy of 87.32% for the “Normal” class and 95.72% for the “Pneumonia” 
class. These results were achieved both in the training and testing phases, outperforming 
the other two networks. 

The similarity between both works is considerable, as both aim to compare Three 
Convolutional Neural Networks in the classification and identification of pneumonia in 
thoracic x-ray images. The difference between the works lies in the choice of neural 
networks, the database used, and the parameters used for testing. 

3.3 Classification of Pulmonary Disorders in Chest Radiographs Using 
Convolutional Networks 

In the study by Machado et al. (2021), Deep Learning, more specifically Convolutional 
Neural Networks, was used to classify various pulmonary disorders, such as opacity, 
lesion, edema, consolidation, atelectasis, pneumothorax, and effusion. The goal is to 
assist radiologists in classifying the aforementioned disorders. 

This allows for the development of diagnostic tools aimed at improving professional 
productivity and also aiding in the appropriate triage of patients. 

The number of images used was quite significant; 224,316 thoracic radiographs from 
65,240 patients were used for training, validation, and testing. However, before training 
began, the images underwent a preprocessing called Data Augmentation. 

In Data Augmentation, it is possible to increase the total number of images by 
creating new images from existing images in the dataset. The new images are variations 
of the original images, with changes in scale, mild deformations, zooming in or out, as 
well as shifts to the right or left, among other modifications. 

Several architectures of convolutional neural networks were used, obtaining an aver-
age AUC (Area Under the Curve) of 83.49%. In subsequent analysis, an evaluation 
was made regarding the relationship of the activation maps of the neural models in 
examinations with radiologists’ reports. 

The works are similar, as they deal with computer vision problems, using Convo-
lutional Neural Networks and the technique of Data Augmentation. However, in the 
cited work, the metric used is AUC, while in this work, different metrics were used for 
subsequent comparison of three Convolutional Neural Networks. 

3.4 Brain Tumor Detection Using Statistical and Machine Learning Methods 

The work proposed by Amin et al. (2019) involves a machine learning model for the 
classification and identification of brain tumors. This was achieved by analyzing the 
texture of magnetic resonance imaging (MRI) images.
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The image database consisted of 306 MRI images of patients with brain tumors 
in a pre-operative state. To enhance the quality of the images and remove noise, a 
preprocessing of the images was conducted aimed at isolating the areas where the brain 
tumor was located. 

The model utilized three machine learning algorithms: KNN (k-nearest neighbors), 
Logistic Regression, and Discriminant Analysis. Both KNN and Logistic Regression, 
and Discriminant Analysis are supervised algorithms. However, KNN is typically used 
for classification or regression; Logistic Regression is used for binary classification; and 
Discriminant Analysis is used for multiclass classification—when it is desired to classify 
three or more classes. 

The model was evaluated and compared using the following metrics: precision, 
sensitivity, specificity, accuracy, and F1-Score. KNN emerged as the winner, resulting 
in a precision of 94%, sensitivity of 95%, accuracy of 93%, and an F1-Score of 94%. 
Due to its superior average performance over the other networks used, the KNN network 
was declared the winner. 

The similarity between the works is characterized by the search for a solution to a 
computer vision problem, the use of Convolutional Neural Networks (CNN), comparison 
of three CNNs, and the use of some identical metrics. Among the differences between 
the two works, it can be noted that while one work uses thoracic x-ray images for the 
classification and identification of pneumonia, the other work uses brain MRI images to 
classify and identify brain cancer. 

In Table 1, it is possible to see in a concise and organized manner the main 
characteristics of the related works compared with the proposed work. 

Table 1. Comparative table between related works and the proposed work. 

Author(s) Types of Networks Problem Type Data Type Problem Description 

TOGNI et al. 
(2021) 

Pre-trained networks: 
SqueezeNet, 
DenseNet, ResNet, 
AlexNet, VGG, 
GoogleNet, 
ShuffleNet, 
MobileNet 

Multiclass and 
Binary 
Classification 

Images Recognition of 
COVID-19 with CNN 

SILVA et al. (2020) Pre-trained networks: 
VGG-16, ResNet50, 
InceptionV3 

Binary 
Classification 

Images Recognition of 
Pneumonia with CNN 

MACHADO et al. 
(2021) 

Pre-trained networks: 
DenseNet121, 
InceptionV3, 
Xception, 
InceptionResnetV2, 
ResNet101V2, 
VGG-16, 
MobileNetV2 

Multiclass 
Classification 

Images Classification of 
Pulmonary Diseases 
with CNN

(continued)
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Table 1. (continued)

Author(s) Types of Networks Problem Type Data Type Problem Description

AMIN et al. (2019) Custom 
Implementation 

Binary 
Classification 

Images Recognition of Brain 
Cancer with CNN 

Proposed Work Pre-trained networks: 
InceptionV3, 
ResNet50V2, 
Xception 

Binary 
Classification 

Images Recognition of 
Pneumonia with CNN 

4 Metodology 

4.1 Choice of Data Set 

The data set used in this work is publicly available on the Kaggle platform. As stated 
at the beginning of the paper, this article aims to compare three Convolutional Neural 
Networks (CNNs). For this purpose, the proposed problem was to classify and identify 
pneumonia in chest x-ray images of healthy patients and patients affected by pneumonia. 
The metrics used to differentiate the winning network from the other networks were listed 
and explained earlier. 

The image set has two classes: “normal” and “pneumonia”. In the first class are 
images of healthy lungs, while in the second class are images of lungs with viral or bac-
terial pneumonia. The folder used for training the CNN models contains 5,043 images. 
Of these images, 1,300 are of healthy lungs and 3,743 are of lungs affected by pneumonia. 

Subsequently, with the aim of increasing the number of training and validation images 
and the accuracy of the model, techniques of Data Augmentation and Transfer Learning 
were used, which will be explained in the following topics. 

In the case of the test folder, there are 586 images, with 234 images of healthy lungs 
and 352 images of lungs with pneumonia. The following Table 2 shows a summary of 
the number of images belonging to each class and which folder the images belong to, 
whether in the training or test folder. 

Table 2. Number of images per class 

Class Training Test 

Normal 1300 234 

Pneumonia 3743 352 

The goal of this work is the classification and identification of pneumonia in chest 
x-ray images. For this, CNNs are the best existing options today for carrying out this 
type of work. However, in order to make the network work effectively, it was necessary 
to obtain a database of images of considerable size and with numerous variations. This 
allows the Convolutional Neural Network to train effectively, aiding in its generalization.
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As shown in Table 2 above, both the training and test data sets have a reasonable 
number of images. Although there is an imbalance in the number of images in the training 
and test data sets, mainly in the training data set, techniques were used to mitigate this 
limitation. 

4.2 Data Pre-processing 

This stage is very important, as it is here where the data loading and normalization 
occur. If this stage is not performed correctly, the computational work itself will not 
start. Although dimension is important for increasing the accuracy of classification and 
identification of images, it must be taken into account that despite larger dimensions 
making the model more assertive, there will be a higher computational cost and more time 
will be required for training the model. The dimension defined is inversely proportional 
to the requirement for hardware and execution time. 

In this work, it was chosen to size the images at 300 × 300. This dimension was 
the best choice found, as it was the resolution at which the images presented a good 
enough resolution to not hinder the training of the model, but with a computational cost 
consistent with the machine used. 

Also in this phase, the technique of Data Augmentation was used. This technique 
generates artificial images from existing images in the data set, increasing the total 
number of images. It allows new images with changes in rotation, zoom in, zoom out, 
translation, among other modifications, to be inserted into the data set and allows an 
even greater generalization of the Machine Learning model, as it enables a wider range 
of differentiated images. This makes the trained model more adaptable to peculiarities 
and details that may exist (Geron 2019). 

As the Data Augmentation technique was chosen, all images from the training and 
validation set underwent Data Augmentation, resulting in a greater number of images 
in both data sets. As a consequence, there was a considerable improvement in the gen-
eralization of the machine learning model, allowing for more assertive and reliable 
training. 

In Fig. 2, it is possible to visualize an original image taken from the image set, 
without any modification. In the adjacent images, it is noticeable that the other images 
have different characteristics, such as different rotations, zoom in, zoom out, and other 
modifications. All the new images were created from the original image. 

Fig. 2. Data Augmentation.
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Since it is a technique that aids in the generalization of the model, if the algorithm 
is put to the test with real-world data, the likelihood of the model correctly classifying 
and identifying pneumonia in medical images becomes even greater. 

Techniques that assist and cause even broader generalization in the machine learning 
model are indicated, as the benefits derived from this technique are considerable in 
solving computer vision problems. In this work, the aforementioned procedure was 
carried out using the Keras library. 

4.3 Selection of the Three Convolutional Neural Networks (CNN) 

The criteria for the selection and choice of the three neural networks for this work were 
composed of several phases. 

In the first phase, research was conducted to select three families of CNNs that were 
among the top eleven architectures. On the Keras website, it is possible to see a table 
where the best neural networks of today are shown. Below, in Table 3, are the eleven 
best CNNs. 

Table 3. CNNs 

Model Size 
(MB) 

Top-1 
Accuracy 

Top-5 
Accuracy 

Parameters Depth CPU 
Time 
(ms) 

GPU 
Time 
(ms) 

Xception 88 79% 94.5% 22.9M 81 109.4 8.1 

VGG16 528 71.3% 90.1% 138.4M 16 69.5 4.2 

VGG19 549 71.3% 90% 143.7M 19 84.8 4.4 

ResNet50 98 74.9% 92.1% 25.6M 107 58.2 4.6 

ResNet50V2 98 76% 93% 25.6M 103 45.6 4.4 

ResNet101 171 76.4% 92.8% 44.7M 209 89.6 5.2 

ResNet101V2 171 77.2% 93.8% 44.7M 205 72.7 5.4 

ResNet152 232 76.6% 93.1% 60.4M 311 127.4 6.5 

ResNet152V2 232 78% 94.2% 60.4M 307 107.5 6.6 

InceptionV3 92 77.9% 93.7% 23.9M 189 42.2 6.9 

InceptionResNetV2 215 80.3% 95.3% 55.9M 449 130.2 10 

Subsequently, one network from each family was selected that satisfied, in a balanced 
way, the following criteria: high accuracy, low size, and low processing time on the CPU 
(CPU Time (ms)). Thus, limitations regarding hardware and execution time would not 
be obstacles to the completion of this work. 

4.4 Implementation of Convolutional Neural Networks 

After the selection of the neural networks, the implementation of each network was 
carried out using the high-level programming language Python. It was used for the
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implementation of all CNNs, data manipulation, training, validation, and testing. For 
the deep learning phase, the Keras library was used because it allows for the simplified 
implementation of neural networks, at a high level, without sacrificing flexibility and 
control, and it can be executed on the CPU (Central Processing Unit) or GPU (Graphics 
Processing Unit). 

All implementation was carried out on a local machine, because due to the high 
number of tests, retests, adjustments, and readjustments, the free options available on 
the internet proved problematic, as they have a daily usage limit. Initially, Google Colab 
was used, but due to the limitations imposed by the platform on free users, it was decided 
to work in a local environment using the own computer. 

In this work, weights from pre-trained networks were used. At the time of configuring 
the weights of each network, the “imagenet” option was used. Imagenet is a huge database 
that has more than fourteen million images and hundreds of classes (Imagenet 2024). 
Its creation was a major advance because it made it possible to use the technique of 
Transfer Learning. In this technique, it is possible to use a pre-trained model. However, 
it is important to emphasize that even when using pre-trained networks, it is of utmost 
importance to carry out training with a data set related to the problem considered, in 
order to fine-tune the Machine Learning model to the specific problem it is intended to 
solve. 

In the technique of Transfer Learning, a pre-trained model that has been trained using 
a large data set is first loaded. After that, training is conducted with one’s own input data 
with changes or fine adjustments in the final layers, a process known as fine-tuning. This 
technique is also used when wanting to use parts of the pre-trained model, with the aim 
of solving a problem, but that is related to the problem that is being attempted to solve 
(Ekman 2021). 

4.5 Training of Convolutional Neural Networks 

In this phase, the training stage is carried out, where parameters such as the network, 
shuffle, number of epochs, batch size, and others are inserted. The shuffle can be true or 
false, allowing or not allowing the data to be randomly shuffled before the data division 
made for training and validation. Its use is indicated when there is an imbalance in the 
quantity of data between the training data set and the validation data set. 

The batch size is the quantity of data used in each iteration in the training process. 
Larger values make the training faster, but on the other hand, they cause lower accuracy 
and a higher probability of overfitting. Conversely, smaller batch sizes result in higher 
accuracy, but require more computational power and time to complete. 

Subsequently, predictions for the test set are made, and, with each completed epoch, 
various metrics are collected that will be demonstrated later. In this work, ten epochs 
were always used in training, validation, and testing. 

After loading the neural network, the person responsible for conducting the training 
must choose and configure the training parameters of the model according to its particu-
larities and characteristics. Changes can be made to the coefficients (weights), the bias, 
the number of epochs, the batch size, among other parameters.
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Any modifications made in the training parameters can cause various changes. For 
example: training speed, increase or decrease in accuracy or precision, tendency, or not, 
to overfitting, among numerous other situations. 

4.6 Performance Analysis of the Implemented Convolutional Neural Networks 

In the phase of performance analysis of the neural networks, the metrics used for evalua-
tion were accuracy, precision, coverage or recall, and the F1 Score. Finally, the Confusion 
Matrix of each algorithm was also analyzed. The network that obtained the highest val-
ues in the main diagonal and, in a balanced way, the lowest values in the secondary 
diagonal, was considered the winner. 

The neural network that obtained the highest weighted average of the aforementioned 
metrics, applied to the test data set in the classification and identification of pneumonia 
in the images, was selected as the winner. 

5 Results 

In this chapter, the results of the three selected neural networks will be presented. It is at 
this stage that it will be possible to evaluate the results of each of the CNNs and present 
a comparative result between the networks. Thus, it is possible to determine which CNN 
emerged as the winner in relation to the problem proposed in this work. 

The metrics demonstrated in chapter two were used as criteria for selecting the best 
network. Since more than one criterion was involved, the winning neural network was 
the one that achieved the highest weighted average applied to the test data set, of the 
following metrics: accuracy, precision, recall, and F1-Score. Another metric used was 
the result in the Confusion Matrix. The network that obtained the highest values in the 
main diagonal of the Confusion Matrix and, in a balanced manner, the lowest values in 
the secondary diagonal, was considered the winner. 

Below, in the Figs. 3, 4 and 5, one can individually visualize the loss graph of each of 
the architectures selected for this work during the training, validation, and test periods. 
Large variations in values, especially in the first epochs, are considered normal. All 
models ran for ten epochs. 

The peak validation loss of the InceptionV3 network shown below is considered nor-
mal. Subsequently, the loss returned to very low values. The other two networks main-
tained low and decreasing values over the course of the epochs, on average. Architectures 
that have low losses are preferable to those with high losses. 

The line referring to the test data set is a straight line because it is a constant, as it is 
the final result of the predictive model applied to the test data set. Test data are used to 
simulate or test the trained model in a real-world environment, as it involves new data 
not processed by the model. It is a way to be aware of how the trained and validated 
model will perform in the real world.
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Fig. 3. InceptionV3 

Fig. 4. ResNet50V2 

Fig. 5. Xception
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The peak validation loss of the InceptionV3 network shown below is considered nor-
mal. Subsequently, the loss returned to very low values. The other two networks main-
tained low and decreasing values over the course of the epochs, on average. Architectures 
that have low losses are preferable to those with high losses. 

The line referring to the test data set is a straight line because it is a constant, as it is 
the final result of the predictive model applied to the test data set. Test data are used to 
simulate or test the trained model in a real-world environment, as it involves new data 
not processed by the model. It is a way to be aware of how the trained and validated 
model will perform in the real world. 

In Figs. 7, 8 and 9 below, one can observe the accuracy on the training, validation, 
and test data set of each of the neural networks. As previously mentioned, the criterion 
used in classifying the best neural network is the metrics applied to the test data set 
(Fig. 6). 

Fig. 6. InceptionV3 

Fig. 7. ResNet50V2
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Fig. 8. Xception 

Although all three networks showed close accuracy values when executed on the 
training and validation data sets, the InceptionV3 network proved to be the winner by 
approximately 4% compared to the other networks on the test data set. 

Another very important metric demonstrated in chapter two is the Confusion Matrix. 
In it, one can analyze how assertive the model is by verifying the number of true positives 
(TP), true negatives (TN), false positives (FP), and false negatives (FN). In Figs. 10, 11 
and 12 below, it is possible to see the performance of each neural network against the 
test data. The desired and expected outcome is that the model presents high values on 
the main diagonal of the matrix and low and balanced values on the secondary diagonal. 

In Figs. 10, 11 and 12, it is noticeable that although the InceptionV3 network does not 
have the lowest values in the two quadrants referring to false positives and false negatives, 
the values are balanced and still low in both quadrants. In the other two networks, there is 
a considerable discrepancy in the quadrants of false positives and false negatives, where 
one quadrant has a low value and in the other, a value more than five times higher. Based 
on this, the InceptionV3 network was again the winner. 

Fig. 9. InceptionV3



180 G. S. Leite et al.

Fig. 10. ResNet50V2 

Fig. 11. Xception 

In the evaluation of the precision, recall, and F1-Score metrics, a function available 
in the Scikit-learn library called Classification Report was used. This displays a table 
with the metrics of precision, recall, simple average (Macro Average), weighted average 
(Weighted Average), and support (Support) - the number of occurrences of the class in 
question within the analyzed data set. 

Following, in Fig. 13, 14 and 15, one can observe the image of the classification 
reports of each of the neural networks executed on the test data set. The number zero 
means images of healthy lungs and the number one means images affected by pneumonia. 

Although it is possible to make an individual analysis of each metric, comparing 
the same metric across all networks one by one, the Classification Report itself brings 
two pieces of information that assist in a quick and concise analysis of all the metrics 
shown in the report. The “macro avg” line shows the average of the metrics precision,
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recall, and F1-Score, without considering the quantity of data (in the case of this work, 
images) that exist in the two classes. This is relevant because possession of an equal 
or near-equal number of data from all classes is not always possible, and there can be 
considerable imbalances in the number of images of each class. 

The “macro avg” gives the same weight to all classes when calculating the metrics, 
regardless of the quantity of data the classes have. Using this average in situations where 
there is a large imbalance in the number of data between classes can be detrimental. 

Fig. 12. InceptionV3 

Fig. 13. ResNet50V2 

Fig. 14. Xception 

However, the “weighted avg” is also an average of the metrics precision, recall, and 
F1-Score, but with a significant difference. A proportional weight is applied according 
to the quantity of data of each class. Greater weights are applied to classes with a larger 
quantity of data and smaller weights are applied to classes with fewer data. This type
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of average is indicated for situations where there is a large imbalance in the quantity of 
data between the classes. 

As demonstrated in Table 3, in the test data set, there is a discrepancy of approxi-
mately 1:1.5 between the number of images of healthy lungs and lungs with pneumonia. 
Because of this, the weighted average was chosen to select the winning neural network 
in this regard. 

Although all networks demonstrated good results, once again the InceptionV3 net-
work proved to be the winner, achieving 91% average performance among the metrics 
precision, recall, and F1-Score. The same result was achieved using the simple average. 

Following, in Table 4, it is possible to visualize the individual results of each neural 
network. 

Table 4. Results 

Model Precision Recall F1-Score Confusion Matrix Result 

InceptionV3 91% 91% 91% Winner 

ResNet50V2 88% 84% 85% Loser 

Xception 87% 86% 85% Loser 

6 Conclusion 

Among the contributions provided by this work, one can cite the methodology used 
for selecting Convolutional Neural Networks (CNNs), the use of image preprocessing 
techniques combined with efficient implementation of CNNs through fine-tuning, the 
provision of loss information, accuracy, precision, recall, F1-score, and the outcome of 
the Confusion Matrix of three neural networks for a computer vision problem related to 
the medical field. 

The goal of this work was to establish and present a comparison of metrics among 
three Convolutional Neural Networks for a computer vision problem. The problem 
addressed in this article was the classification and identification of pneumonia in chest 
x-ray images. The data for training, validation, and testing were acquired on the free 
platform Kaggle. After extensive research, the following neural networks were selected: 
InceptionV3, ResNet50V2, and Xception. All trainings across the three networks under-
went exhaustive adjustments using techniques such as dropout, regularizers, Transfer 
Learning, fine-tuning, and optimizers, always in search of finding the best settings to be 
used in the three selected algorithms. 

One of the initial challenges encountered was during the data handling phase, as 
time was required to find the best dimension to be applied to all images even before 
training began. As mentioned, higher dimension and better quality images demand more 
hardware power and execution time. After tests with various dimensional values, a point 
of balance was reached. 

With proper standardized data handling, the winning neural network was Incep-
tionV3, achieving a weighted average of 91% in precision, recall, and F1-Score. It also
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stood out by delivering high values on the main diagonal of the Confusion Matrix and low 
and balanced values on the secondary diagonal of the same matrix. In second place came 
the network ResNet50V2 with a weighted average of 88% in precision, 84% in recall, 
and 85% in F1-score, and lastly, the Xception network delivering 88% in precision, 83% 
in recall, and 84% in F1-score. 

Although numerous tests were conducted to find the best settings in the implemen-
tation of the three selected neural networks, the three selected algorithms showed close 
results. The standout was the neural network InceptionV3, crowning it as the grand 
winner among the three chosen neural networks. The winning algorithm was ahead of 
the other algorithms in all metrics used as determinants for victory in the comparison 
proposed in this work. 

Machine Learning is a vast and rapidly evolving topic, increasingly mentioned in 
newspaper articles, magazines, television, and the internet. This is due to the fact that 
this technology is capable of performing tasks and predictions that would have been 
unthinkable to the average person a few years ago. This work sought to explain general 
concepts about the topic by presenting some convolutional neural networks and their 
practical application in front of a computer vision problem. 

This work presented some limitations, the first being the disproportionate number 
of images between healthy lungs and lungs with pneumonia, particularly in the training 
data set. Although techniques to mitigate this problem were used, it is still not possible to 
assert the extent of the impact on the results of the metrics of the implemented machine 
learning models. Training and validating machine learning algorithms using data sets 
that have a number close to or equal to the number of data in all classes would make the 
model more robust and reliable. 

Another limitation found was the factor of time. Given the numerous configurations 
and parameters tested to find the best results for the three neural networks, the time 
required for this meant that the number of epochs was limited to ten. This choice was 
made to allow for a wider variety of configurations, parameters, and fine-tuning in the 
selected neural networks. Executing training and validation with a larger number of 
epochs would be ideal, as it could make the predictive model better. 

As future work, one could cite the deepening of this work aiming for even better 
results. Another idea would be to increase the scope of the work done here, seeking to 
replicate the solution demonstrated here for problems of classification and identification 
of images of tuberculosis, bronchitis, cancer, and various other pathologies that affect 
the lung and that can be visualized in chest x-ray images. Finally, a third idea for future 
work would be the continuation of the comparative analysis of convolutional neural 
networks in more depth, comparing with the related works of chapter three. 
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Abstract. The development of musculoskeletal rehabilitation systems is a com-
plex scientific and technical challenge. The integration of modules for analyzing 
human condition based on data from medical equipment further complicates this 
task. To simplify the development process of such systems, a general structural 
framework has been implemented, incorporating key components of a muscu-
loskeletal rehabilitation system (MRS) utilizing biofeedback (BFB) and virtual 
reality (VR) technologies. Based on this framework, a mathematical model of 
the MRS with BFB has been developed. The model formalizes the processes of 
collecting, processing, and analyzing biological signals and motion data, as well 
as their use for controlling the virtual environment and hardware components 
of the system. Key stages of the system’s operation are considered, including 
data acquisition, noise filtering, feedback signal generation, and their application 
to modify the parameters of the virtual environment and hardware. The mathe-
matical framework also includes filtering methods, data mining techniques, and 
hardware control algorithms. The proposed model will facilitate the implementa-
tion of software components, integration of hardware modules, and organization 
of interactions within the MRS. 

Keywords: virtual reality · musculoskeletal rehabilitation · biofeedback · 
mathematical model 

1 Introduction 

Musculoskeletal rehabilitation (MRS) is essential for patients’ recovery after injuries, 
surgeries, or diseases affecting the musculoskeletal system. Modern technologies such 
as biofeedback (BFB) and virtual reality (VR) offer new opportunities to enhance the 
effectiveness of rehabilitation processes: BFB enables real-time monitoring of physio-
logical parameters, allowing precise adjustment of rehabilitation programs, while VR 
integration creates an engaging environment that motivates patients to participate in the 
recovery process. However, the development of such systems is a complex, multi-stage 
task requiring the integration of numerous modules and components [1].
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To design such systems, it is necessary to formalize their key components, which 
are selected based on functional requirements. These requirements include: 

• The need to track biological signals and collect data on brain activity, muscle activity, 
and other physiological parameters of the user [2–4]. 

• Data processing and analysis, including filtering, processing, and interpretation of 
collected biological signals to determine the patient’s condition [5]. 

• Informing the user about their current state and dynamic changes in parameters, 
including adjustments to the system and VR environment [6]. 

• Integration with VR to enhance motivation and rehabilitation effectiveness, ensuring 
full immersion [7, 8]. 

Data collection and processing are performed comprehensively using various medi-
cal and non-medical equipment, such as electroencephalography (EEG) for monitoring 
brain activity, electromyography (EMG) for measuring muscle activity, motion sen-
sors (gyroscopes, accelerometers) for tracking limb movements, and heart rate monitors 
(ECG) [9]. The collected data must be processed to remove noise and artifacts and 
synchronized in time. 

The creation of virtual scenes for the MRS with BFB must also consider specific 
features [10], including the use of various approaches to generate responses to BFB data 
(visual or auditory feedback), adjusting scene parameters based on the rehabilitation 
process, and personalizing the scene according to user preferences. Full immersion is 
achieved through the use of VR headsets and interactive interactions. 

The rehabilitation process using the MRS with BFB, in addition to performing exer-
cises, should include recording and logging data obtained from BFB and the virtual 
scene, generating reports on completed exercises and achieved results. 

The goal of this work is to develop a structural and mathematical model of an MRS 
with BFB and VR, formalizing the processes of collecting, processing, and analyzing 
biological signals, as well as their use for adaptive control of the virtual environment and 
hardware components. The article discusses the key components of the system, including 
hardware and software, as well as methods for data processing and system control. The 
proposed model allows for the consideration of individual patient characteristics and 
real-time adaptation of the rehabilitation process, enhancing its effectiveness and user 
comfort. 

2 Methods 

Based on the aforementioned requirements, a structural model of the MRS with BFB and 
VR integration has been formalized. This model includes interactions between hardware 
and software components, data flows, and information processing logic. The general 
structural model is presented in Fig. 1. 

The structural model consists of several major blocks. The first block includes a 
set of sensors for collecting biological signals (EEG, EMG, ECG, and motion/position 
sensors). The collected data is transmitted via a unified data channel to the MRS software. 

The MRS software performs several key tasks distributed among individual modules. 
These include hardware support libraries for receiving heterogeneous data from each
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Fig. 1. The general structural model of the MRS with BFB and VR. 

data source, which preprocess the data (e.g., low-pass and high-pass filtering to remove 
high-frequency noise and baseline drift) and synchronize data from different sensors 
[11, 12]. These components are connected to a unified data collection and processing 
subsystem. Additional transformations may be performed to extract features, such as 
amplitude characteristics, frequency components, wavelet transform coefficients, and 
other parameters. 

The processed data is then analyzed by BFB algorithms, which include data mining 
and processing to generate control signals and adaptive mechanisms. The BFB module 
generates a parameter vector used by other subsystems (VR or hardware) to adjust their 
parameters. For example, changes in the BFB vector may directly influence events or
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objects in the virtual environment, encouraging the patient to achieve specific goals or 
reflecting their state. 

The next component is the control interface, which allows manual control of the 
MRS (starting, stopping, debugging parameters) and automatic adjustment based on 
BFB data. The interface software also includes calibration, error handling, and manual 
or automatic control of manipulators and the MRS lift. 

The software also includes a set of virtual scenes displayed to the user in a VR 
headset. The user can interact with the scene passively (as a digital avatar) or actively 
(using controllers). Scene parameters can be saved in a database, along with training 
protocols and collected sensor data. 

The hardware includes manipulators for lower limb movement and a lift mecha-
nism for adjusting the user’s height and supporting their weight. The treadmill can be 
controlled by the system, adapting to the user’s speed. 

The structural model also includes the mathematical framework for the MRS with 
BFB, applied in processing and interpreting biological signals and decision-making. 
This framework includes: 

• Signal processing from sensors (EEG, EMG, ECG, motion) using filtering methods 
(low-pass and high-pass filters), feature extraction, and parameter vector generation 
for BFB [13]. 

• Data mining using machine learning algorithms for classification and regression tasks 
to assess the user’s state and adapt the system [14]. 

• Control of hardware components (manipulators, lifts) based on kinematic and 
dynamic models to ensure correspondence between manipulator trajectories and 
human movements [15, 16]. 

• Integration with VR to synchronize patient movements with their digital avatar, 
ensuring realistic interaction and engagement [17]. 

The mathematical framework serves as the foundation for the MRS software, 
ensuring data processing, intelligent analysis, and adaptive control. 

Thus, the formulated MRS structure includes the necessary software, algorith-
mic, mathematical, and hardware components to facilitate lower limb movement 
rehabilitation. 

3 Results 

Based on the developed structural model, a formalization of the mathematical model 
of the MRS with BFB was carried out, encompassing the main objects, components, 
and their interconnections, as well as the complete cycle of biological feedback and 
information processing. 

Let P be the set of patients (users of the MRS), where p ∈ P is a specific patient. 
For each patient, a vector of their real physiological state Xp is defined, which changes 
over time and includes a set of parameters xp(t) ∈ Xp. Examples of physiological signals 
include ECG, EMG, EEG, temperature, blood oxygen saturation, and others. 

During interaction with the MRS, a set of sensors S is attached to the patient, with a 
specific sensor denoted as s ∈ S. The set of biological signals is denoted as B, which may
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include EEG, ECG, EMG, and other signals. A correspondence is established between 
the sets S and B, such that for each s ∈ S, there is a corresponding b ∈ B. 

We then define a function φ1 : P× S → B, which describes the process of collecting 
biological signals from the patient using sensors. For each patient p ∈ P and a set of 
sensors Sp ⊆ S, signals are collected as follows: b = φ1(p, s), ∀s ∈ Sp. 

The function for collecting biological signals can be formalized as follows. Since 
signals are collected from each sensor at time t, the biological signal bs(t) from sensor s 
can be represented as a function of time, dependent on the patient’s state and the sensor’s 
characteristics: 

bs(t) = Hs xp(t) + ns(t), (1) 

where xp(t) is the real physiological signal of patient p at time t, Hs(·) is the measurement 
operator of sensor s, and ns(t) is the additive measurement noise, which should be 
eliminated subsequently. 

The measurement operator Hs(·) describes how sensor s transforms the physiological 
signal xp(t) into the biological signal bs(t). This operator must account for the physical 
and technical characteristics of the sensor, including its sensitivity, frequency response, 
dynamic range, and others. To obtain an accurate signal, it is necessary to use verified and 
high-quality equipment, which minimizes the influence of noise ns(t) and ensures that the 
signal bs(t) is as close as possible to the real state xp(t). In the case of medical equipment, 
the form of the operator Hs(·) and the noise ns(t) may be unknown, complicating the 
construction of a complete analytical model and the possibility of fully eliminating 
distortions or performing the inverse transformation of bs(t) back to xp(t). 

After the signal bs is formed, it is transmitted by sensor s to the processing module to 
obtain raw data: rs = φ2(b, s). The data transmission function φ2 performs the following 
mapping: φ2 : B × S → R, where R is the set of raw data in the processing module. The 
transmission process may also include delays (latency), expressed as: 

rs(t) = bs(t − τs). (2) 

Next, the obtained data R must be processed. Let φ3 : R × A → E be the function 
that transforms raw data R into processed data E using a set of algorithms A. Thus, for 
specific data, we obtain: e = φ3(r, a). The form of the function φ3 and the algorithm 
a ∈ A depend on the characteristics of the original signal and, consequently, the data 
source (sensor). Several examples of such processing functions can be considered. 

For EEG data, a low-pass and high-pass filter is applied to remove noise and artifacts 
while preserving the most important information. Thus, we obtain: 

es = HHP(HLP(rs)), (3) 

where HHP is the high-pass filter, and HLP is the low-pass filter. Such filters can be 
implemented using signal processing libraries (e.g., scipy, MNE) [18]. 

Based on the processed data e and BFB functions f ∈ F , feedback signals are 
generated: 

l = φ4(e, f ), (4)
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The feedback generation function has the general form φ4 : E × F → L. To obtain 
a specific feedback signal, a function f ∈ F must be selected, which takes the processed 
data as input: 

l(t) = f [es(t)]. (5) 

The function f can be implemented using known control laws, such as proportional 
control: 

l(t) = Kp[es(t) − eref], (6) 

or PID control: 

l(t) = Kpe(t) + Ki 

t 

0 
e(τ ) d τ + Kd 

de(t) 
dt 

, (7) 

where Kp, Ki, and Kd are the proportional, integral, and derivative gains, respectively, 
and eref is the reference value of the signal. 

Additionally, the feedback signal can form a system of extracted features from the 
processed data, which may be used in subsequent stages: 

l(t) = es,1(t), es,2(t), . . . ,  es,n(t) . (8) 

The next stage involves applying the feedback signals to modify the parameters 
of the virtual environment or the MRS. We introduce the following assumption. Since 
the virtual scene operates in discrete time (frames), let t ∈ T be the set of frames 
corresponding to discrete moments in time. Similarly, it can be assumed that the entire 
MRS operates in discrete time, functioning according to a given set of parameters at each 
moment in time. Let W be the set of parameters of the MRS, including the parameters of 
the virtual scene. Then, we can say that the set of states of the MRS Y = {y1, y2, . . . ,  yn} 
is defined, where each state y corresponds to a vector wy, and a transition function 
φ5 : Y × L → Y . Consequently, at each frame t, a parameter vector wy(t) is defined, and 
a feedback signal l(t) is generated. The state transition is then performed as follows: 

wy(t + 1) = φ5 wy(t), l(t) . (9) 

Alternatively, if a function Gy for changing the system parameters is defined: 

wy(t + 1) = wy(t) + t · Gy wy(t), l(t) , (10) 

where t is the time step between frames, and Gy is the function for changing the 
parameters of the MRS. 

The function Gy can be represented as a vector function, where each element 
determines the change in the corresponding parameter: 

Gy wy(t), l(t) = 

⎡ 

⎢⎢ 
⎢ 
⎣ 

g1 wy(t), l(t) 
g2 wy(t), l(t) 

... 
gn wy(t), l(t) 

⎤ 

⎥⎥ 
⎥ 
⎦ 

, (11)
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where gi is the function for changing the i-th parameter. 
Examples of parameter change functions include changes in the parameters of the 

virtual scene, such as: 

• The position of a virtual object: gposition = vmovement(l(t)), where vmovement(l(t)) is 
the movement speed dependent on l(t). 

• The color of an object: gcolor = Hcolor(l(t)) − wcolor(t), where Hcolor(l(t)) is the 
desired color dependent on l(t). 

• Animation control: gframe = fanimation(l(t)), where fanimation(l(t)) is the function 
determining the change in animation frames. 

Parameters may also include hardware parameters of the MRS, such as the speed of 
manipulators, treadmill speed, the height of a safety mechanism, etc. 

Changes in the parameters wy are displayed or influence the patient through a set of 
output devices O, which provide feedback to the patient. Elements o ∈ O include VR 
headsets, audio devices, tactile devices, and other means of interaction. These devices 
generate stimuli i ∈ I . 

A stimulus i(t) is understood as information or some physical impact provided to the 
patient through output devices, which affects their sensory systems (vision, hearing, tac-
tile sensations, etc.) [19–21]. Stimuli act as intermediaries between the state of the MRS 
and the patient’s response. Among the stimuli, the following types can be distinguished: 

• Visual stimuli: changes in visual display (movement of objects, changes in color, 
brightness, shape). 

• Auditory stimuli: sound signals (music, sound effects, verbal instructions). 
• Tactile stimuli: vibrations, pressure (when using tactile devices). 
• Proprioceptive stimuli: changes in body position in space (when using treadmills or 

manipulators). 

Let φ6 : W × O → I be the function for generating feedback stimuli. Then, a vector 
of stimuli i(t) is determined by the formula: 

i(t) = Ho wy(t) , (12) 

where i(t) is the vector of stimuli provided to the patient at time t, wy(t) is the vector of 
parameters of the MRS state at time t, and Ho(·) is the function mapping the state of the 
MRS to stimuli. 

The vector of stimuli may include multiple stimuli of different types: i(t) = 
[i1(t), i2(t), . . . ,  im(t)]. 

The function Ho can be represented as a matrix or a set of functions linking the 
system parameters to the corresponding stimuli: 

i(t) = Ho wy(t) = 

⎡ 

⎢⎢ 
⎢ 
⎣ 

h1 wy(t) 
h2 wy(t) 

... 
hm wy(t) 

⎤ 

⎥⎥ 
⎥ 
⎦ 

, (13) 

where hj wy(t) is the function for generating the j-th stimulus based on the parameters 
of the current state of the MRS.
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Examples of stimuli include the visualization of an object at a specific position 
defined by the parameters, the volume of sound at a given time, or the position or speed 
of manipulators or a treadmill based on the current ODR parameters. 

The next step is to formalize the process of the patient’s response to stimuli φ7 : 
I × P → P , where P is the new state of the patient. This new state corresponds to 
the vector xp(t), describing the physical and psychological parameters of the patient 
at time t. As noted earlier, this vector may include various human parameters, such as 
limb position and movement, muscle (EMG) and brain (EEG) activity, heart rate (ECG), 
respiratory indicators, etc. 

The influence of specific stimuli on the patient’s state is often difficult to predict and 
calculate analytically. It can be assumed that changes in individual patient characteristics 
depend on some approximating function or model based on statistical data (including 
machine learning models). However, determining such a function requires processing 
data collected from the patient during exposure to various stimuli, with their responses 
recorded, which is a labor-intensive task that must account for indirect influences of 
various factors beyond the stimuli themselves. 

In general, such a model of the patient’s state change can be represented as: 

dxp(t) 
dt 

= Fp xp(t), i(t) , (14) 

where Fp(·) is the function describing the dynamics of the patient’s state change under 
the influence of stimuli i(t). 

In particular, the function Fp(·) can be represented as a system of differential 
equations: 

dxp(t) 
dt 

= 

⎡ 

⎢⎢⎢ 
⎣ 

fp,1 xp(t), i(t) 
fp,2 xp(t), i(t) 

... 
fp,q xp(t), i(t) 

⎤ 

⎥⎥⎥ 
⎦ 

, (15) 

where fp,j xp(t), i(t) is the function for changing the j-th parameter of the patient’s 
state. 

Thus, stimuli i(t) are key elements linking the state of the MRS, obtained based on 
BFB, and the further characteristics of the patient. 

Combining all the previously discussed components and functions, we obtain a 
closed-loop system where the output of one component is the input for another, forming 
a biological feedback loop: 

p 
φ1→ b φ2→ r φ3→ e φ4→ l φ5→ w φ6→ i φ7→ p . (16) 

Here, p is fed back into the system, and the cycle repeats. 
The presented mathematical framework for the MRS with biological feedback, based 

on set theory, allows for a formal description of the main components of the system and 
their interactions. 

Consider an example of applying the developed mathematical framework to a real 
MRS integrated with a basic BFB, including leg tracking, EMG, and EEG. The patient
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is placed in an orthopedic and rehabilitation system using virtual reality. In the virtual 
scene displayed in the VR headset, a digital copy of their body moves through a forest 
environment. 

As presented above, the system’s operation cycle involves the sequential application 
of seven functions corresponding to the respective stages. 

At the first stage, biological signals are collected: 

• Leg position: xpos(t). 
• Muscle activity (EMG): xEMG(t). 
• Brain activity (EEG): xEEG(t). 

For each sensor s, the corresponding signal, including some noise, is obtained: 

• Leg position sensor: bpos(t) = xpos(t) + npos(t). 
• EMG sensor: bEMG(t) = xEMG(t) + nEMG(t). 
• EEG sensor: bEEG(t) = xEEG(t) + nEEG(t). 

Assuming that data transmission occurs with low latency and high speed over a wired 
or wireless local network, we assume that for each signal: 

rs(t) = bs(t). (17) 

At the next stage, filtering is applied to remove noise from each signal. 
For the EMG signal, a high-pass filter with a cutoff frequency of 20 Hz is applied 

to remove low-frequency artifacts. Based on the EMG data, the total signal power can 
be calculated to obtain the processed signal eEMG(t). For the EEG signal, a bandpass 
filter of 0.5–40 Hz is applied to isolate informative frequencies (denoted as eEEG(t)). 
For leg position, a smoothing filter (moving average) is used to reduce noise from the 
sensors (which may be caused by tremors and will be eliminated by the filter), denoted 
as epos(t). 

In addition to the existing data, additional features may be extracted at this stage, 
such as relative power (PSD) for the EEG signal ePSD(t), as well as leg movement speed 
espeed(t). 

Based on the extracted features and collected data, the feedback signal l(t) is formed: 

l(t) = eEMG(t), ePSD(t), epos(t), espeed(t) . (18) 

At the next stage, changes in the MRS or virtual environment parameters are formed 
based on the feedback signal l(t). 

The signal epos(t) determines the position of the virtual avatar’s foot in the virtual 
scene, while espeed(t) determines the speed of the camera as the user moves along a given 
trajectory in the scene, as well as the speed of the treadmill. 

The signals eEMG(t) and ePSD(t) do not directly affect the scene, but eEMG(t) may 
be used to control the speed of the manipulators and the degree of assistance provided 
to the user during movement. 

Next, stimuli i(t) are formed based on the specified parameters. 

• Visual stimuli: the position of the 3D model of the moving avatar using inverse 
kinematics to display the correct leg position iavatar(t).
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• Auditory stimulus: forest sounds that change depending on the movement speed 
isound(t). 

• Proprioceptive stimuli: the speed of the treadmill itreadmill(t) and the degree of 
assistance provided by the manipulators imanipulator(t). 

The patient responds to the stimuli, leading to an update of their state xp(t). This  
includes changes in muscle activity during movement, brain activity due to visual 
stimulation, and changes in leg position and movement speed (as the movement 
continues). 

This example demonstrates how an MRS with BFB can account for the patient’s 
physiological parameters in real-time during the rehabilitation process. 

4 Conclusion 

The developed mathematical model of the orthopedic and rehabilitation system with 
biological feedback and virtual reality integration formalizes the processes of collecting, 
processing, and analyzing biological signals, as well as their use for adaptive control 
of the virtual environment and hardware components of the system. This allows for 
the consideration of individual patient characteristics and real-time adaptation of the 
rehabilitation process. 

The key features of the proposed model include the use of filtering and intelligent data 
analysis methods for processing biological signals and adapting the system to individual 
patient parameters, as well as the consideration of all stages of the system’s operation, 
from data collection to hardware control, ensuring the integrity and consistency of the 
system’s functioning. 

Further research will focus on implementing the data analysis and processing pro-
cesses in accordance with the presented models within the framework of the developed 
MRS. 

The article was carried out with the financial support of the Ministry of Science 
and Higher Education of the Russian Federation within the framework of the project 
“Development of medical VR training systems for musculoskeletal rehabilitation with 
biofeedback” (№124032800018-5). 
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Abstract. Over the years, researchers in the Information Systems (IS) field have 
sought to develop models and frameworks to evaluate the success and effective-
ness of various systems. The DeLone and McLean IS Success Model has become a 
widely recognised tool for assessing the performance of information systems, par-
ticularly in educational settings. Given the growing importance of Learning Man-
agement Systems (LMS) in supporting academic activities, evaluating the success 
of these systems has gained increasing attention. This quantitative research seeks 
to evaluate the effectiveness of the iKamva LMS at the University of the West-
ern Cape (UWC), a crucial platform for students to access course materials and 
engage in online learning. Despite its widespread use, limited research has been 
conducted on the system’s overall effectiveness, especially from the perspective 
of the end-users. This paper employs the DeLone and McLean IS Success Model, 
focusing on the key dimensions of system quality, information quality, service 
quality, user satisfaction, and net benefits, to assess the performance of iKamva. 
A survey was distributed to a sample of UWC students, and responses were anal-
ysed to determine how effectively the system supports their academic needs. The 
findings reveal that while students generally view iKamva as useful, issues such 
as system performance during high-traffic periods and navigation complexity hin-
der its overall effectiveness. Additionally, students expressed a desire for a more 
streamlined user interface and visual enhancements. This paper concludes by 
recommending improvements to the LMS, including enhanced system reliabil-
ity during peak usage, simplified navigation, and a more user-friendly interface. 
These recommendations are aimed at increasing user satisfaction and ensuring that 
iKamva better meets the academic needs of students. The findings provide valu-
able insights for stakeholders and contribute to ongoing research on the evaluation 
and enhancement of digital learning environments in higher education. 

Keywords: Information Systems · IS Evaluation · IS Effectiveness · IS 
Success · Learning Management Systems · Student Learning experience · 
evaluation frameworks · DeLone and McLean success model 

1 Introduction 

Over the past two decades, the pervasive influence of information technology has perme-
ated every aspect of our lives, extending its reach even into the sphere of higher education. 
This underscores the significant role of technology in reshaping educational practices.
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As highlighted by Timotheou et al. [44], education systems worldwide have responded to 
this trend by increasing their investment in the integration of information and communi-
cation technology (ICT), as evidenced by studies such as those by Fernández-Gutiérrez, 
Gimenez, and Calero [15], and Lawrence and Tar [25]. Amidst this technological revolu-
tion, Learning Management Systems (LMS), under the umbrella of information systems, 
widely used in higher education for delivering course content, facilitating communica-
tion, and conducting assessments and quizzes, have emerged as a multi-million-dollar 
industry. 

For instance, according to Research Straits [41], the global LMS market size was 
valued at USD 17,481 million in 2021 and is projected to reach USD 87,493.3 million 
by 2030, reflecting a significant compound annual growth rate (CAGR) of 19.30% from 
2022 to 2030. This remarkable expansion and valuation of the LMS market, propelled 
by factors such as the growing adoption of digital learning solutions, have reshaped the 
landscape of universities. Therefore, the digital revolution has led to a surge in the utili-
sation of Information Systems (IS) within educational institutions, with a primary focus 
on enhancing student learning experiences and supporting academic endeavours. How-
ever, despite this growth, there remains a notable gap in research on LMS evaluations, 
underlining the need for regular assessments to ensure their effectiveness and alignment 
with its intended objectives. 

Hence, the evolution of LMS in higher education has been marked by significant 
advancements since their introduction in the late 1990s [11]. Initially, LMS were stan-
dalone software designed for individual personal computers, limiting functionality due 
to the absence of networking technologies, and primarily used for instructor-led and 
self-paced training [46]. However, as technology progressed, LMS underwent a trans-
formation characterised by increased functionality, improved user experience, and a 
shift towards more interactive and personalised learning environments. Mohd Kasim 
and Khalid [28] highlight that these recent LMS empower students to access educa-
tional materials seamlessly via the Internet, fostering adaptable and convenient learning 
experiences regardless of their location or device. Additionally, LMS platforms are open 
source, which allows institutions to customise any LMS to meet their individual needs. A 
growing emphasis on improving educational experiences through technological innova-
tion is shown in the development of LMS and the widespread deployment of information 
systems (IS) because of technology’s incorporation into higher education. 

Moreover, research into IS evaluation remains somewhat fragmented, as since there 
are only a few formal measures available to assess whether these systems are achieving 
their intended objectives, it underscores the critical importance of evaluating information 
systems. The necessity to assess Information Systems (IS) arises from the importance 
of gauging their efficiency and impact on organisational processes and outcomes. This 
is underscored by Levine [26], who emphasises the importance of evaluating IS perfor-
mance in resource allocation and decision-making. Nonetheless, IS evaluation involve 
various methods aimed at aligning IS with organisational needs, criteria, and objec-
tives [39]. Additionally, evaluating IS ensures efficient resource utilisation to maximise 
impact and supports decision-making processes. Through analysing an IS’s inputs, out-
puts, and outcomes, evaluators can pinpoint areas requiring enhancement, showcase 
effective strategies, and offer suggestions for future enhancements [30]. Furthermore,
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information systems and technology significantly contribute to Monitoring and Evalua-
tion (M&E) by providing tools for data collection, management, analysis, and reporting 
[2], thus highlighting their role in assessing organisational performance. Information sys-
tem evaluation is essential for organisations to optimise their systems, make informed 
decisions, and stay competitive in the market. 

While there are numerous effective evaluation models available, the challenge lies in 
selecting the most suitable one based on specific circumstances. Therefore, a literature 
review will be conducted to select the best model. According to Sabeh et al. [37], 
one of the models frequently employed to study the success of information systems is 
the DeLone and McLean (D&M) success model. William H. DeLone and Ephraim R. 
McLean introduced the DeLone and McLean Information Systems (IS) Success Model 
as a comprehensive framework for measuring the complex dependent variable in IS 
research [13]. This model will be extensively examined in this research paper to evaluate 
the effectiveness of IS evaluation methodologies. 

There is an urgent necessity to determine whether IS are fulfilling their intended pur-
poses. As a result, the link between LMS and IS Evaluation is the critical function that 
LMSs play in promoting educational activities within organisations. As organisations 
increasingly rely on LMS to digitally deliver educational content and manage learn-
ing activities, the effectiveness of these systems becomes intertwined with the broader 
evaluation of information systems. Evaluating the performance and impact of LMS 
on organisational objectives, such as student learning outcomes and institutional effec-
tiveness, forms an integral part of IS evaluation efforts. Understanding the evolution 
and functionality of LMS is essential for comprehensive IS evaluation, ensuring that 
organisational resources are effectively utilised and educational goals are met. 

The research on the effectiveness of LMS platforms such as Ikamva remains fragile, 
with limited available studies in this area. By assessing the effectiveness of LMS like 
iKamva, this research endeavours to bridge critical knowledge gaps and offer insights to 
enhance the utilisation of technology in supporting teaching, learning, and administrative 
functions at the University of the Western Cape (UWC). Consequently, there is a pressing 
need to identify and establish measures and factors for evaluating Ikamva’s effectiveness 
in fulfilling its intended purpose. The formatter will need to create these components, 
incorporating the applicable criteria that follow. 

2 Preliminary Literature Review 

2.1 The Rational for IS Evaluation in Higher Education 

The significance of information systems (IS) is increasing as organisations rely more on 
computer-based technologies for their everyday functions [42]. Evaluating IS involves 
managing connections between content, context, and process, focusing on understanding 
the ‘what,’ ‘why,’ and ‘how’ of evaluation [42]. In higher education, the need for IS 
evaluation stems from the aim to enhance activity quality and resource efficiency. 

Moreover, IS evaluation serves as a critical tool for ensuring that technology 
investments align with the strategic priorities of higher education institutions [27]. 

By assessing how effectively IS advances institutional objectives like raising admin-
istrative effectiveness, boosting student outcomes, and fostering research excellence,
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institutions can make informed decisions about resource allocation and technology adop-
tion. For example, an evaluation might reveal opportunities to optimise LMS for better 
student engagement, streamline administrative processes to reduce workload burdens on 
staff, or leverage data analytics tools to support evidence-based decision-making [21]. 
Incorporating recent research findings and emerging trends in IS evaluation within higher 
education is essential for addressing evolving challenges and opportunities in the field. 
For instance, the rapid expansion of online learning platforms, the increasing emphasis 
on data-driven decision-making, and the growing importance of cybersecurity in pro-
tecting sensitive institutional data are all areas that warrant attention in IS evaluation 
efforts [33]. 

The framework created by William H. DeLone and Ephraim R. McLean called the 
IS Success Model, has influenced how information systems are evaluated in higher edu-
cation. According to Freeze, Alshare, Lane, and Wen [16], the IS Success Model focuses 
on the information and system quality of IT systems. By highlighting factors such as 
context, user needs, and organisational objectives, this framework offers a valuable app-
roach to evaluating the effectiveness of IS implementations in supporting various func-
tions including teaching, learning, and administrative tasks [14]. However, it’s crucial to 
critically assess the suitability of these frameworks within the higher education context, 
taking into consideration aspects such as academic traditions, pedagogical needs, and 
the diverse requirements of stakeholders like faculty, students, and administrators. 

By leveraging appropriate frameworks, critically examining their applicability, and 
aligning technology investments with institutional priorities, higher education institu-
tions can maximise the value of their IS initiatives and effectively support their core 
missions of teaching, research, and service. 

2.2 Learning Management Systems and Its Impact on User Performance 

The impact of Learning Management Systems (LMS) on user performance, particularly 
student academic performance, has been a topic of significant interest in recent years [31]. 
Brush and Kirvan [9] describe an LMS as a software application or web-based technology 
used to plan, implement, and assess a specific learning process. The management system 
serves as a centralised platform for delivering, managing, and tracking online learning 
activities, catering to various stakeholders like instructors, students, and administrators 
[9]. As LMS has become increasingly prevalent in educational institutions, it is crucial 
to understand how these systems influence learning outcomes and student success [17]. 
LMS play a crucial role in modern education and training environments, offering a 
structured and efficient way to deliver educational content, facilitate collaboration, and 
track learning progress. 

Chaw and Tang [10] emphasise that there is a substantial correlation between the 
calibre of LMS systems and the quality of services that influence learners’ utilisation of 
the system, consequently affecting their learning effectiveness. According to Koblyakov 
[24], LMS grants users’ access to diverse educational materials, encompassing multime-
dia resources, interactive modules, evaluations, and discussion platforms, thereby enrich-
ing the learning journey. They offer flexibility and convenience by facilitating access to 
learning materials anytime and anywhere, potentially enhancing user engagement and
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motivation [46]. Moreover, LMS frequently integrate features like personalised learn-
ing paths, adaptive assessments, and real-time feedback mechanisms, enabling users 
to customise their learning experiences according to their specific requirements and 
preferences [46]. 

Nevertheless, as Zanjani [47] points out, numerous variables affect how well an 
LMS performs for its users, such as the platform’s design and usability, the calibre of 
the teaching materials, the potency of the pedagogical techniques used, and the degree 
of user support and training. Furthermore, user experiences and results may be impacted 
by problems with digital literacy, accessibility, and technological infrastructure [12]. 

LMS has a profound impact on user performance in educational settings, offering 
opportunities for enhanced learning, collaboration, and efficiency. Moreover, realising 
the full potential of LMS requires careful consideration of various factors and ongoing 
efforts to optimise platform design, implementation, and support. However, there is a 
knowledge gap in understanding the specific features and functionalities of LMS that 
contribute to improved user performance. 

2.3 Importance of Learning Management Systems in Higher Education 

LMS has evolved into essential components of higher education establishments because 
they aid teaching and learning processes, facilitate the sharing of educational resources 
among faculty, and foster interaction with students in both asynchronous and syn-
chronous manners [28]. LMS is regarded as a burgeoning technology with the capability 
to elevate students’ utilisation of e-learning platforms in higher education [28]. Addi-
tionally, LMS has a transforming effect on how well students understand subjects and 
how their educational path is enhanced [22]. 

One of the key reasons why LMS are important in higher education is their ability to 
support teaching and learning activities. Faculty members can use LMS to disseminate 
course materials, such as lecture notes, readings, and multimedia content, to students. 
This not only facilitates access to learning resources but also allows for the organisation 
and structuring of course content in a centralised manner [28]. Furthermore, students’ 
learning experiences and comprehension of course material can both benefit from LMS. 
By providing a platform for interactive learning, personalised feedback, and access to 
supplementary resources, LMS contribute to the construction of students’ knowledge 
and skills in each subject area [22]. 

However, despite the numerous benefits associated with LMS in higher education, 
there are still knowledge gaps and areas for potential future research. For instance, 
more research is required to determine the precise elements that affect users’ acceptance 
of LMS in various European higher education contexts [43]. Additionally, the role of 
involvement in LMS success and its impact on student outcomes warrants more empirical 
research [23]. 

Higher education institutions could revolutionise the educational process and raise 
the standard of learning overall by implementing LMS. However, further research is 
needed to address existing knowledge gaps and enhance the understanding of the role 
of LMS in higher education.
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2.4 Model of IS Success 

In research, a theoretical framework serves as a robust explanation, supported by evi-
dence, enhancing the quality and relevance of studies [40]. DeLone and McLean created 
the Model of IS Success in 1992, which has since become recognised as one of the most 
significant frameworks for forecasting and elucidating system utilisation, user satisfac-
tion, and IS success. According to DeLone and McLean [13], the six main components 
or dimensions of the IS Success model are system quality, information quality, system 
use, user satisfaction, individual impact, and organisational effect. This framework has 
been extensively used in various empirical studies to assess the success of IS. This study 
focuses specifically on user satisfaction, aiming to evaluate student satisfaction from 
the University of the Western Cape regarding their perceptions, precautions, and feed-
back regarding the LMS. The Model of IS Success by DeLone and McLean serves as 
a strong theoretical framework for evaluating user satisfaction, particularly within the 
context of LMS such as Ikamva. However, there remains a need for further research 
to comprehensively integrate the IS success model to evaluate the LMS, Ikamva and 
explore potential extensions or adaptations of the model to address the evolving needs 
of contemporary educational environments. Therefore, the model helps in understanding 
how well the LMS meets user satisfaction levels and the benefits derived from its use. 
This holistic approach enables a thorough evaluation of LMS success, guiding organ-
isations in making informed decisions to improve the system’s performance and user 
experience. The multifaceted and intricate nature of evaluating IS underscores the neces-
sity for a comprehensive framework and high-level classification system. Emphasising 
the importance of evaluation in this context is crucial. Such a framework not only aids 
in comprehensive understanding but also facilitates high-level classification, enhancing 
system performance and user experience (Fig. 1). 

Fig. 1. The updated IS success model (Source: DeLone & McLean, 2003)
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3 Research Design and Methodology 

3.1 Research Design 

Research design refers to the framework of methods and techniques selected by a 
researcher to integrate different research components logically, thereby effectively 
addressing the research problem [36]. It entails the arrangement of conditions for data 
collection and analysis in a manner that balances relevance to the research purpose with 
efficiency [48]. In adopting an empirical approach, the research design centers on sur-
veys. Surveys emerge as a natural choice due to their capacity to provide a panoramic 
view of a diverse population. While surveys are often associated with qualitative research, 
they can yield invaluable quantitative insights, offering a holistic understanding of the 
entire population [7]. The choice of surveys stems from the need to gather quantitative 
data, with participants rating their responses on a 1 to 5 scale. These surveys are designed 
meticulously to capture insights from a representative sample of Ikamva users, specif-
ically students. To ensure accessibility and participation, surveys will be administered 
electronically using platforms like Google Forms. By gaining comprehensive insights 
into the perceptions, experiences, and opinions of Ikamva users, this method seeks to 
strengthen the study of its efficacy. The exploratory nature of the research question seam-
lessly aligns with the survey design, allowing for an in-depth exploration of participants’ 
perceptions and behaviours. Through the strategic use of surveys, quantitative data is 
aimed to be captured that authentically mirrors the experiences of the target audience. 

3.2 Unit of Analysis 

Babbie [6] defines the unit of analysis as “what or who [is] being studied” in a research 
project. He explains that the unit of analysis is determined by the research question and 
can include individuals, groups, organisations, social interactions, or even geographical 
units. Babbie [6]) emphasises the importance of clearly specifying the unit of analysis 
to ensure that the research design and data collection methods are appropriate. The unit 
of analysis for this research is individual because the research involves examining the 
experiences and perceptions of students from UWC. The focus lies on understanding 
how students interact with the LMS, their perceptions of its effectiveness, and how it 
impacts their learning experiences. By concentrating on individual students, detailed 
and personal feedback can be gathered, providing nuanced insights into how Ikamva 
is functioning. This individual-level analysis allows for a more precise assessment of 
the LMS’s strengths and weaknesses from the user’s perspective, contributing to an 
understanding of the impact of the LMS within the higher education context. 

3.3 Instrument Development 

A research instrument in research refers to a tool used to collect, measure, and analyse 
data related to the research topic [36]. The research instrument utilised is questionnaires, 
which Reid [34] describes as “a structured method for obtaining information from a large 
number of individuals, enabling statistical analysis of data and providing a convenient 
form for summarising large amounts of information.” Questionnaires serve as a potent
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tool to uncover participants’ experiences, perceptions, and opinions [4], with efficacy 
heavily reliant on the construction of the questionnaire itself [36]. The questionnaire for 
this study will be developed based on findings from existing literature. To ensure the 
validity of the instrument, each section of the questionnaire will be meticulously designed 
to align with the factors outlined in the DeLone and McLean model for assessing the 
success of an IS. 

Given the pivotal role of user satisfaction in this model, the questionnaire will focus 
on eliciting responses reflecting individual student perceptions regarding various aspects 
of the IS. By tailoring the questionnaire to align with the DeLone and McLean model, the 
aim is to ensure it effectively captures the relevant factors influencing user satisfaction 
and overall system success, facilitating a focused exploration of participants’ perceptions 
and their corresponding factors and ultimately contributing to the validity and reliability 
of the research findings. 

3.4 Data Sourcing and Sampling 

The sampling strategy that will be used for this research is probabilistic. Probability sam-
pling is a fundamental aspect of survey research and has been widely utilised for at least 
the past 60 years [18]. This sampling method involves selecting a sample from a larger 
population in such a way that each member of the population has a known, non-zero 
probability of being selected. The use of probability sampling in surveys is critical as it 
allows researchers to draw inferences about the entire population from the sample with 
a known level of precision and confidence [18]. The students of UWC who have utilised 
the LMS, ikamva, constitute the unit of analysis. This specific sample is essential for 
addressing the primary research question effectively. It encompasses all students who 
have engaged with ikamva, and possess the necessary knowledge and experience with 
the IS. By tapping into their firsthand experiences, the questionnaire gains credibility and 
relevance, ensuring that the research findings accurately reflect the real-world usage and 
implications of ikamva. Therefore, their participation in the questionnaire holds signif-
icant value. To achieve representativity, random sampling techniques will be employed 
to ensure that each student who has used ikamva has an equal chance of being selected 
for the survey. This approach will help in minimising bias and ensuring that the sample 
is representative of the entire population of ikamva users at UWC. 

3.5 Research Method 

For this study, data will be collected through the administration of a questionnaire, 
recognised for its meticulous formulation of inquiries aimed at systematically gathering 
relevant information [6]. Roopa and Rani [36] assert that questionnaires serve as the 
primary method for collecting quantitative data, ensuring standardised collection and 
internal consistency crucial for subsequent analysis. To maximise accessibility and par-
ticipation, the questionnaire will be distributed electronically via platforms like Google 
Forms, featuring quantitative questions to comprehensively capture the experiences, per-
ceptions, and opinions of Ikamva users. This method not only facilitates ease of access
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but also contributes to a robust analysis of Ikamva’s effectiveness. Furthermore, internet-
based questionnaires, such as those utilised here, are demonstrated to be as reliable and 
valid as traditional paper questionnaires, requiring less recruitment effort [35]. 

To ensure data quality and reliability, several measures will be implemented. Firstly, 
clear and concise instructions will be provided at the beginning of the questionnaire to 
guide respondents through the survey process. Additionally, attention will be paid to the 
design of the questionnaire to minimise ambiguity and ensure that questions are easily 
understandable. These steps will help to enhance the quality and validity of the data 
collected through the questionnaire. 

3.6 Data Analysis 

The research will primarily involve quantitative data analysis. Quantitative data refers 
to information that can be expressed numerically, facilitating statistical analysis [19]. 
Data analysis aims to identify the underlying patterns, trends, and correlations within 
the study’s contextual framework. Understanding data analysis does not solely entail 
mastering statistical tests for numerical manipulation; rather, it involves utilising these 
tests as instruments to derive valid conclusions from the data [1]. To simplify the dataset, 
user-friendly data analysis software will be employed, such as SPSS (Statistical Pack-
age for the Social Sciences), renowned for its intuitive analytics solutions tailored for 
data-driven decision-making. SPSS offers a plethora of analytical tools facilitating the 
swift identification and exploration of intriguing trends and relationships within survey 
data [45]. Employing this software equips the researcher with a comprehensive suite of 
analytical tools that facilitate a meticulous exploration of the data collected from the 
UWC LMS. Through SPSS, a thorough analysis can be conducted, delving into various 
aspects of student engagement, performance metrics, and system usability. By using 
features such as regression analysis, correlation tests, and predictive modelling, intri-
cate relationships and patterns within the data can be uncovered. This in-depth analysis 
enables data-driven decisions, identifies areas for improvement, and ultimately enhances 
the overall educational experience for students. 

4 Research Findings 

After The findings are based on a sample of 16 students from the University of the 
Western Cape, which represents a relatively small pool. As such, the participants may 
not fully represent the entire student population, particularly since the sample was drawn 
from a limited source, such as one or more WhatsApp group chats. 

This section presents the findings of the analysis conducted to evaluate the effec-
tiveness of the iKamva LMS in supporting academic activities at the University of the 
Western Cape. The primary research question aimed to identify key evaluation dimen-
sions for assessing iKamva’s performance by focusing on specific areas such as user 
satisfaction, information quality, and overall usability. To address these, the findings are 
organised according to the six core components of the DeLone and McLean IS Suc-
cess Model, which serves as the theoretical framework for this study. The results are 
presented in alignment with these dimensions, starting with a demographic overview of
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the respondents, followed by a detailed analysis of each component and its associated 
elements. 

4.1 Demographics 

The Demographic data refers to the statistical attributes of populations, commonly 
encompassing factors like age, gender, ethnicity, education, and income [8]. The partic-
ipants in this study, though relatively small, represent a diverse cross-section of students 
from the University of the Western Cape. As shown in Table 1, the sample was evenly 
distributed by gender, ensuring balanced representation of both males and females. How-
ever, the age distribution reveals a stronger representation of younger students, with 
56.3% of participants falling within the 18–22 age range, suggesting that the iKamva 
LMS might appeal more to early-stage students. A significant observation is that the 
majority of participants, 68.8%, came from the Faculty of Economic and Management 
Sciences, indicating a potential overrepresentation from this faculty compared to others. 
The remaining faculties, such as Arts and Humanities, Community Health Sciences, 
Education, and Law, contributed far fewer responses, each accounting for less than 13% 
of the sample. This disproportion could suggest a higher reliance or engagement with 
iKamva within the Economic and Management Sciences faculty, or simply a higher 
response rate from this group. In terms of academic standing, postgraduate students 
formed a substantial portion of the sample, making up 50% of the participants, while 
the rest were evenly distributed across undergraduate levels. This may reflect a higher 
usage or reliance on the LMS by postgraduate students or a greater willingness from this 
group to participate in the study. 

Based on the data gathered, the majority of respondents were younger students, with 
most coming from the Faculty of Economic and Management Sciences. The sample 
reflected an equal gender distribution and a notable portion of postgraduate students. 
These participants answered questions aligned with the six dimensions of the DeLone 
and McLean IS Success Model, and the next section will analyse the descriptive data in 
detail. 

Table 1. Demographic Distribution of Students from the University of the Western Cape 

Frequency Percent (%) 

Gender Female 8 50 

Male 8 50 

Total 16 100 

Age 18–22 9 56.3 

23–27 6 37.5 

Other 1 6.3 

Total 16 100 

What Faculty do you belong to? Art and Humanaties 2 12.5 

Community Health Sciences 1 6.3

(continued)
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Table 1. (continued)

Frequency Percent (%)

Economic and Mangement 
Sceiencs 

11 68.8 

Education 1 6.3 

Law 1 6.3 

Total 16 100 

Year of Studies 2nd year 1 6.3 

3rd year 2 12.5 

4th year 4 25 

5th year 1 6.3 

Postgraduate 8 50 

Total 16 100 

4.2 Descriptive Analysis 

In research, descriptive statistics refers to the techniques used to summarise and describe 
the main features of a dataset. It helps researchers organise data in a meaningful way 
through measures like mean, median, mode, and standard deviation, providing a snapshot 
without drawing inferences or conclusions beyond the data itself [38]. This section will 
highlight the descriptive statistics derived from the DeLone and McLean IS Success 
Model. The factors used in this study are outlined in Table 2 below. 

Table 2. Descriptive statistics of DeLone and McLean factors 

Success Factor Total Mean St. Deviation Success Factor Total 

Information Quality 16 4.375 0.65465 Information Quality 16 

System Quality 16 4.234 0.88627 System Quality 16 

Service Quality 16 4.219 0.76571 Service Quality 16 

Intention Use 16 4.188 0.87060 Intention Use 16 

User Satisfaction 16 4.188 0.78973 User Satisfaction 16 

Net Benefits 16 4.338 0.82591 Net Benefits 16 

Table 2 provides an overview of the descriptive statistics, summarising the responses 
of 16 participants regarding the DeLone and McLean model success factors. The mean 
represents the average value, serving as a central indicator of participants’ overall percep-
tions, while the standard deviation measures the degree of variation in those responses, 
showing how spread out the data is from the mean. In this case, the mean score is the 
key metric for assessing the effectiveness or success of the information system. With
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all mean values exceeding 4, the data highlights a predominantly positive perception of 
the system. This consistently high mean reinforces the favourable view held by users, 
indicating that they find the system both satisfactory and effective in meeting their needs. 
These results suggest that Ikamva is perceived as a successful and supportive tool for 
academic activities. 

Moreover, the standard deviation in this research provides valuable insights into the 
degree of agreement or divergence among participants’ responses. It helps measure how 
spread out the responses are from the average, giving a sense of consistency in percep-
tions. A lower standard deviation indicates that participants’ opinions are closely aligned 
with the mean, suggesting a stronger consensus. On the other hand, a higher standard 
deviation points to greater variation in responses, indicating differing experiences or 
views about the system’s effectiveness. This variability is essential in understanding 
how consistently users perceive the system across different success factors. 

Figure 2 presents a bar chart of the mean values from Table 2, making it easier to 
visualise the averages for each success factor. This graphical representation provides a 
clear, immediate comparison of how participants rated each factor, allowing for a more 
intuitive understanding of the data. The bar chart highlights the differences in mean 
values, making it simpler to identify trends, such as which factors were rated more 
highly, or which may require improvement. It also reinforces that most participants 
view the UWC Ikamva LMS as effective in supporting their academic activities, as all 
mean scores reflect a generally positive assessment of the system’s performance. This 
visualisation makes it easier to see briefly the overall satisfaction and perceived success 
of the LMS. 

Fig. 2. Mean Values of DeLone and McLean Success Factors Based on Survey Responses 

4.2.1 Information Quality 

According to the DeLone and McLean model, information quality measures the accuracy, 
relevance, timeliness, and completeness of the information provided by an information 
system. In this study, information quality refers to how well the UWC Ikamva LMS deliv-
ers reliable academic resources [20]. The mean score of 4.375 suggests that respondents 
perceive the information provided by Ikamva as clear, accurate, and timely. This high
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mean indicates that students trust the information produced by the system and find it 
relevant to their academic needs. The consistently positive ratings reflect the confidence 
students have in Ikamva’s ability to deliver crucial academic information, such as course 
materials and deadlines, on time. This high score demonstrates that Ikamva supports 
students by providing well-organised and dependable information, which is essential 
for completing academic tasks like assignments and research. This positive perception 
aligns with the DeLone and McLean model, where high information quality leads to 
greater user satisfaction and overall system success. The fact that students rely heav-
ily on Ikamva for accurate and timely information shows that the LMS plays a pivotal 
role in their academic performance. By consistently delivering high-quality information, 
Ikamva enhances students’ ability to meet academic demands, thus contributing directly 
to their success. In line with the DeLone and McLean model, this high information 
quality score translates into greater user satisfaction and overall system success, further 
reinforcing Ikamva’s effectiveness as a key academic support tool at UWC. 

4.2.2 System Quality 

System quality refers to desirable features of an information system, such as reliability, 
ease of use, performance, flexibility, and security, which together contribute to its success 
[13]. The mean score of 4.234 for system quality indicates that respondents generally 
have a positive perception of the UWC Ikamva LMS’s technical performance. This high 
score suggests that the system is seen by students as reliable, easy to navigate, and 
responsive, meeting their expectations for technical functionality. The fact that respon-
dents rate the system’s quality highly suggests that they find it user-friendly and efficient. 
This implies that students can use the system with minimal technical difficulties, which 
reduces frustration and enables them to concentrate on their academic work rather than 
dealing with system-related issues. The high mean indicates that respondents agree the 
LMS provides a stable and supportive environment, which likely enhances their produc-
tivity and contributes to an effective learning experience. According to the DeLone and 
McLean model, strong system quality directly impacts user satisfaction and encourages 
continued usage. The positive feedback from respondents reinforces that Ikamva effec-
tively supports their academic tasks, helping them achieve their academic goals without 
unnecessary obstacles. Therefore, the high score for system quality reflects that Ikamva 
is an effective and reliable tool, meeting students’ needs and positively impacting their 
academic performance. 

4.2.3 Service Quality 

According to the DeLone and McLean model, service quality refers to the overall support 
and assistance provided by the system provider, including the responsiveness, reliabil-
ity, and quality of technical support that users receive when interacting with the system 
[13]. The service quality factor, with a mean score of 4.219, reflects a largely favourable 
view from the respondents regarding the support services and infrastructure behind 
the UWC Ikamva LMS. This high mean indicates that the system’s technical support 
and service infrastructure are perceived as sufficient to meet the needs of its users. In 
the context of the DeLone and McLean model, service quality focuses on the level of



210 B. Ebrahim and O. Y. Agunbiade

support provided, including responsiveness, reliability, and the adequacy of assistance 
when users encounter issues with the system. The high mean suggests that students feel 
well-supported when using Ikamva, with adequate help available to resolve technical 
problems, ensuring minimal disruption to their academic activities. This reliable ser-
vice is essential for the system’s overall effectiveness, as timely and dependable support 
allows students to continue using the LMS without frustration or delays. The relatively 
strong consensus among respondents, reflected by the high score, further highlights 
that Ikamva’s service quality is up to standard and effective. This high rating of ser-
vice quality implies that the LMS is not only well-designed but also well-maintained, 
with effective user support systems in place. This aligns with the DeLone and McLean 
model’s emphasis on the importance of service quality in ensuring user satisfaction and 
promoting continued use of the system. The high score here reinforces the idea that 
Ikamva successfully aids students by providing not just a functional platform, but one 
that is backed by strong service infrastructure, ensuring the LMS is reliable and efficient 
in supporting academic processes at UWC. 

4.2.4 Intention to Use 

According to the DeLone and McLean model, intention to use refers to a user’s intention 
or willingness to use an information system, reflecting the degree to which they plan 
to continue or start using the system [13]. With a mean score of 4.188, this indicates a 
generally positive outlook from respondents regarding their continued use of the UWC 
Ikamva LMS. This high score suggests that most students plan to keep using the system, 
demonstrating their belief in its ongoing value for academic purposes. Although the mean 
is slightly lower compared to other success factors, it still points to a strong likelihood 
that the user base will remain consistent or grow as students continue to recognise the 
system’s usefulness. The positive score implies that students trust the LMS to help 
them manage their academic tasks, and they are motivated to maintain or increase their 
interaction with the system in the future. From a student performance perspective, this 
result highlights that the Ikamva LMS is fulfilling its purpose by encouraging frequent 
usage, which in turn fosters greater engagement with academic resources. As students 
continue to rely on the system for their academic needs, it reinforces the LMS’s role in 
enhancing their performance, contributing to improved academic outcomes over time. 
The strong intention to use also suggests that Ikamva will continue to play a significant 
role in supporting students at UWC. 

4.2.5 User Satisfaction 

The User Satisfaction success factor received a mean score of 4.188, indicating that 
students are generally satisfied with the UWC Ikamva LMS. This high mean suggests 
that most respondents have a positive experience using the system, finding it effective 
in meeting their academic needs. According to the DeLone and McLean success model, 
user satisfaction refers to the degree to which users are satisfied with an information 
system based on their experiences with its quality, such as system quality, information 
quality, and service quality. High user satisfaction indicates successful system perfor-
mance and contributes to overall system success [29]. A high satisfaction score is crucial
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as it often correlates with continued use and overall system success. The positive user sat-
isfaction score implies that the LMS provides students with a reliable and user-friendly 
platform that supports their academic activities. Since students are satisfied with Ikamva, 
it suggests that the system contributes to a smoother academic experience by enabling 
efficient access to course materials, submission of assignments, and communication 
with instructors. This, in turn, leads to better academic performance, as students can 
focus more on their studies without being hindered by technical issues or poor system 
functionality. The high level of user satisfaction indicates that the Ikamva LMS is per-
forming up to standard. It is perceived by students as an essential tool that helps facilitate 
their academic journey, reinforcing its effectiveness and success in supporting student 
performance at UWC. 

4.2.6 Net Benefits 

The Net Benefits factor, with a mean score of 4.338, indicates that students view the 
UWC Ikamva LMS as providing substantial advantages in their academic experience. 
This high score reflects that students believe the system is significantly improving the 
way they access information, communicate, and manage their academic tasks. According 
to the DeLone and McLean model, net benefits represent the overall value that individ-
uals or organisations gain from using an information system. This includes improve-
ments in efficiency, decision-making, and productivity that lead to tangible or intangible 
advantages for users [3]. The LMS is perceived as effectively modernising educational 
processes, replacing older, less efficient methods, and offering real improvements in 
how students engage with their studies. The high mean also suggests that students feel 
Ikamva supports them in making better academic decisions by facilitating easy access to 
important information and enhancing communication. This implies that the system not 
only improves the delivery of education but also helps students stay more organised and 
productive, contributing to better academic outcomes. Overall, this strong result high-
lights that Ikamva is viewed as a vital resource that positively impacts students’ ability 
to learn and succeed. Its role in enhancing educational delivery, streamlining processes, 
and improving decision-making shows that the system is highly effective in supporting 
students’ academic needs at UWC. 

5 Conclusion 

This research set out to evaluate the effectiveness of the UWC Ikamva Learning Man-
agement System (LMS) through the lens of the DeLone and McLean success model, 
with a focus on understanding how the system supports student academic performance. 
The study aimed to address the gap between the practical application of information 
systems and theoretical models used to measure their success. Specifically, this research 
sought to assess how well the Ikamva LMS meets students’ needs in terms of system 
quality, information quality, service quality, user satisfaction, intention to use, and net 
benefits. The findings from this study indicate that students generally view the Ikamva 
LMS favourably across all success factors. Information quality received a high mean 
score, suggesting that students find the system reliable in delivering accurate and timely
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academic information. System quality was also rated highly, indicating that the system 
is user-friendly and stable, while service quality shows that students feel well-supported 
by the LMS’s technical infrastructure. Most notably, the net benefits factor had the high-
est mean, reflecting that students believe Ikamva significantly enhances their academic 
performance and productivity. These findings suggest that Ikamva effectively supports 
students by providing a reliable, easy-to-use, and well-supported platform for their aca-
demic activities. In terms of addressing the gap between theory and practice, this study 
contributes to the academic body of knowledge by validating the DeLone and McLean 
success model in the context of a university learning management system. It demon-
strates how the theoretical framework can be applied to real-world educational systems, 
helping to bridge the gap between academic theory and the practical application of 
information systems in higher education. 

Limitations 
This encountered several limitations that may have influenced the findings. Firstly, the 
small sample size and overrepresentation of students from the Faculty of Economic and 
Management Sciences limit the generalisability of the results, potentially introducing 
a selection bias. Additionally, self-reporting biases inherent in the survey methodology 
may have influenced the accuracy of responses, as participants might have misjudged 
or overstated their perceptions. External factors, such as academic stress or familiarity 
with the LMS, could also have shaped responses. Nevertheless, the findings provide 
a foundational perspective on the application of the DeLone and McLean IS Success 
Model in the context of LMS evaluation. While the study’s primary objective was to 
evaluate iKamva’s effectiveness, the insights gained also highlight broader methodolog-
ical considerations for how IS evaluation frameworks can be operationalised in higher 
education contexts. This introduces potential for further exploration into refining clas-
sification schemes for IS evaluation studies, particularly those focused on educational 
technologies. 

Recommendations 
The findings also contribute to practice by offering insights that can guide the improve-
ment of LMS design and implementation to better meet student needs, both at UWC and 
in similar academic institutions. Stakeholders can consider the following suggestions on 
how to improve the UWC Ikamva LMS to enhance the user experience. Several students 
provided recommendations in the optional section of the questionnaire. One suggestion 
was to address system performance issues, such as the platform crashing or slowing 
down when many students are using it simultaneously, particularly during online tests. 
This could be combatted by conducting a comprehensive audit of server capacity and 
implement load-balancing mechanisms to ensure stability during peak usage times, such 
as online tests or assignment submissions. Additionally, students suggested improving 
navigation to reduce the need for multiple clicks or folder layers to access specific infor-
mation, as well as simplifying the interface by highlighting key functions and removing 
unnecessary features. Visual improvements, such as updating the user interface with 
better colours and fonts, were also recommended to make the system more appeal-
ing. Lastly, there was a suggestion to eliminate data usage on Ikamva, by partnering 
with local internet service providers to zero-rate data usage for the LMS. Additionally,
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develop offline access features for key course materials to support students with limited 
connectivity. Implementing these changes could make the LMS more user-friendly and 
further improve its effectiveness in supporting students’ academic success. 

Future Research 
Future research could build on this study by engaging a larger and more diverse sam-
ple, incorporating perspectives from faculty and administrative staff to capture a holistic 
understanding of the LMS’s effectiveness. This broader approach would provide nuanced 
insights into how different user groups perceive and interact with the system. Addition-
ally, examining the long-term effects of LMS usage on academic performance, supported 
by quantitative performance metrics, could uncover critical factors that contribute to opti-
mising these systems for student success. Longitudinal studies are also needed to track 
the evolution of LMS usage over time and assess how consistent engagement influences 
academic outcomes. Prahani et al. [32] emphasises the importance of understanding 
LMS trends and their role in fostering sustained learning environments. Furthermore, 
research should prioritise LMS usability for underrepresented groups, such as students 
with disabilities or those in areas with limited internet access. Aydin, Darwish, and 
Selvi [5] highlight the critical need to address diverse academic and demographic chal-
lenges to ensure equitable access and functionality. This expanded scope would not only 
advance the understanding of LMS effectiveness but also inform strategies for making 
these systems more inclusive and impactful. 
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Abstract. In the financial sector, software quality is essential to ensure secure and 
reliable operations. This is achieved through testing, whether manual or automated. 
While manual testing is useful in some scenarios, it has limitations such as high 
time consumption and susceptibility to human error. Therefore, automated testing 
stands out as a more efficient option in dynamic environments. This study aims to 
implement test automation to improve software quality processes using GitHub 
Copilot, an AI-powered tool, as its core element. To achieve this, the SCRUM 
framework was applied, combined with advanced tools such as Selenium and 
Jenkins, in a company in the financial sector. The results showed a 5.41% increase 
in test case creation, with the average rising from 144.46 to 152.28. Additionally, 
the effort invested in the quality process statistically decreased by 20.16%, shift-
ing from an average of 29.61 to 23.64. Similarly, the waiting time was reduced 
by 57.12%, eliminating operational bottlenecks and enhancing the end-user expe-
rience. These findings conclude that AI-driven automation not only optimizes 
resources but also significantly enhances software quality in the financial sector, 
setting a precedent for its adoption in similar projects. 

Keywords: Automation test · GitHub Copilot · SCRUM · Financial sector · 
Bank · Software Quality 

1 Introduction 

In the financial sector, software quality is a fundamental pillar to ensure secure, effi-
cient, and reliable operations. The need to deliver products that meet high-quality stan-
dards demands the implementation of rigorous testing throughout the development cycle. 
However, while manual testing is useful and effective in certain scenarios, it presents 
significant limitations in dynamic development environments, such as high time con-
sumption, susceptibility to human error, and lack of scalability in complex projects or 
those requiring rapid deliveries [1]. According to a Tricentis study, over 80% of testing 
is still performed manually, which not only consumes resources but also fails to achieve 
the speed, accuracy, and scalability required for modern delivery processes [2].
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Globally, test automation has transformed the software industry, enabling process 
optimization and cost reduction. A Mordor Intelligence report revealed that the auto-
mated testing market is growing at a compound annual rate of 16.03% between 2024 
and 2029, demonstrating a widespread trend toward the adoption of these technologies 
across various sectors, including finance [3]. In countries such as the United States and 
Germany, companies have adopted AI-based solutions to enhance quality management. 
In the U.S., these technologies have been deployed in key sectors like manufacturing, 
healthcare, and financial services, while in Germany, they have been implemented to 
improve efficiency and reduce costs [4]. Although some Latin American countries have 
made progress in adopting AI, the region as a whole still has a long way to go to efficiently 
harness the benefits of generative AI and mitigate associated risks [5]. 

In Peru, the financial sector is immersed in a digital transformation process driven 
by the need to provide more efficient and secure services. According to Andina, 41% of 
Peruvian financial institutions already use artificial intelligence (AI) to optimize opera-
tions, reflecting the progress toward digitization in this sector [6]. Furthermore, accord-
ing to Ecommerce News, 34% of companies overall have incorporated AI into their 
processes, with the financial sector leading this trend, followed by insurance (40%), 
telecommunications (38%), and media agencies (36%) [7]. 

AI-based tools such as ChatGPT and GitHub Copilot are revolutionizing test automa-
tion processes. These solutions, powered by advanced models like OpenAI’s GPT, opti-
mize the generation and execution of test cases, which improves coverage, error detec-
tion, and product security [8]. KMS Solutions highlights that AI in software testing not 
only increases operational efficiency but also significantly reduces the costs associated 
with critical failures [9]. 

Although various studies have explored the application of AI in testing automation, 
few have evaluated its practical implementation in the financial sector. 

This study proposes the implementation of GitHub Copilot as a complementary tool 
for test automation in a financial institution. Through experimental design, its impact on 
reducing effort duration, improving software performance, and optimizing resources will 
be evaluated. The expected results demonstrate that combining AI and agile methodolo-
gies can significantly transform software quality assurance processes, setting a precedent 
for future research and applications in this field (Fig. 1). 

Fig. 1. Automated Testing Market-Growth Rate by Region.



Implementation of Test Automation Using GitHub Copilot for the Software 219

2 Related Work 

Baffour Gyau, E. et al. [10] analyzed the impact of AI on finbanks’ financial perfor-
mance. The objective was to evaluate how AI innovation improves return on assets (ROA) 
through predictive analytics and service personalization, considering factors such as eco-
nomic growth, technological infrastructure, and regulations. The methodology employed 
longitudinal panel data analysis using models such as FGLS and GMM to measure both 
the immediate and lagged effects of AI. The results demonstrate that AI significantly 
enhances operational efficiency and reduces costs; however, challenges such as non-
performing loans and regulatory constraints limit its overall impact. In conclusion, AI 
has great potential to transform the banking sector provided that the technological infras-
tructure is strengthened, and regulatory frameworks are adapted to overcome existing 
barriers. 

On the other hand, Akila, V. et al. [11] mentioned that artificial intelligence (AI) and 
machine learning (ML) significantly improved the software testing process, allowing the 
optimization of critical activities such as test case generation and oracle testing. These 
techniques are effective in reducing the time and resources required while increasing 
the accuracy and reliability in bug detection. The main objective of this study was to 
evaluate the applicability of different ML algorithms, such as linear regression, decision 
trees, and random forest, in the context of software testing. The methodology included 
data collection and preparation, ML model training, test case generation based on ran-
dom inputs, and validation using metrics such as root mean square error (RMSE), mean 
absolute error (MAE), and accuracy. The results revealed that the random forest algo-
rithm outperformed the others in terms of accuracy (87.27%) and lower error (MAE of 
1.11), standing out as the best option for test case generation. In conclusion, the study 
highlights the potential of machine learning to revolutionize software testing, improving 
the quality and efficiency of tested systems, although challenges are identified such as 
the need for high-quality datasets and hybrid approaches for greater impact on future 
developments. 

In the specific context of the financial sector, Al-Ababneh, H.A. et al. [12] noted 
that the implementation of AI technologies in banking institutions, as in the case of 
Credit Agricole in Ukraine, significantly improves operational efficiency and reduces 
costs in key areas. These technologies make it possible to automate routine processes, 
such as customer service through voice bots, the preparation of legal documents and 
call center operators, reducing the workload and freeing up resources for more strategic 
tasks. The main objective of the study was to evaluate performance indicators before and 
after the adoption of AI in a banking environment, considering metrics such as service 
time, operating costs and number of requests processed. The methodology included a 
comparative analysis of the statistical and economic data collected before and after the 
implementation of AI in 2020–2021. The results showed significant savings of up to 50% 
in annual operating costs and improvements in staff labor productivity. In conclusion, the 
study demonstrated that AI technologies not only optimize processes but also generate 
substantial economic advantages, positioning them as essential tools for the modern 
financial sector. 

Finally, Mohammad Baqar, M. and Khanda, R. [13] explored how AI is transforming 
test case generation and validation in software testing, overcoming the limitations of
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traditional methods such as incomplete coverage, human error, and high costs. AI allows 
test cases to be generated automatically, adapt to code changes, and prioritize critical 
areas for testing, thus improving efficiency and accuracy. The main objective of this 
study was to analyze the AI techniques applied in test case creation and their impact 
on software quality assurance. The methodology included the use of machine learning, 
natural language processing, and predictive analytics to automate the generation of test 
cases and optimize their execution. The results highlighted significant improvements in 
test coverage, the reduction of redundancies, and the ability to detect complex defects 
faster. In conclusion, the integration of AI in software testing offers faster, more accurate 
and scalable solutions, although challenges remain, such as the need for high quality 
data, model transparency and integration into legacy systems. 

3 Methodology 

The choice of this methodology is based on previous studies [14, 15], which highlight 
its effectiveness in managing complex projects and improving the quality of the final 
product (Fig. 2). 

Fig. 2. Framework SCRUM 

3.1 Initiation (Phase 1) 

During this phase, several important activities were carried out, each carefully designed 
to ensure an approach aligned with the project objectives (Table 1).
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Table 1. Project initiation phase 

Activity Description Tasks 

Identification of the Project 
Vision 

Define the project’s vision and 
objectives with the 
stakeholders, establishing its 
scope and expected outcomes 

Gather key contextual 
information and establish the 
project vision 

Analyze the problem and 
define the general and specific 
objectives 

Definition of Stakeholders Identify the interested parties 
involved in the project 

Determine and record the 
relevant stakeholders 

Formation of the SCRUM 
Team 

Define and integrate the 
SCRUM team responsible for 
the project 

Assign responsibilities such as 
Product Owner, Scrum Master, 
and Scrum Team 

Specification of Project 
Requirements 

Document the functional and 
technical requirements needed 
for the framework 
implementation 

Elaborate and prioritize the 
requirements, validating them 
according to the project’s needs 

Definition of the Product 
Backlog 

Establish and prioritize the 
system’s features and 
requirements, ensuring they 
reflect the client’s needs and the 
project’s objectives 

Collect requirements through 
meetings with stakeholders 

Document and structure the 
Product Backlog so that it 
serves as a guide for the 
project’s development 

Identification of the Project Vision: A meeting was held with stakeholders to assess 
the current status of the software quality process in the company. As a result, the vision 
and objectives of the project were defined, highlighting the value it will bring to the 
financial sector (Table 2). 

Table 2. Project Vision 

Project Vision Design an automation framework using artificial intelligence to reduce the 
time of the software quality process within the organization. 

Target Sector Quality Engineering Area 

Project objectives General Objective: To implement test automation using GitHub Copilot to 
improve the software quality process in companies in the financial sector 

Specific Objective 1: Determine how the implementation of test automation 
using GitHub Copilot significantly reduces the effort duration invested in the 
software quality process in financial sector companies 

Specific Objective 2: Determine how implementing test automation with 
GitHub Copilot reduces the waiting time in the software quality process in a 
financial sector company

(continued)
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Table 2. (continued)

Specific Objective 3: Determine how the implementation of test automation 
with GitHub Copilot improves software quality performance in companies in 
the financial sector 

Definition of Stakeholders: This activity consisted of identifying and recognizing the 
key stakeholders involved in the project. This process is fundamental to establish an 
effective communication channel, ensuring alignment between the needs of the financial 
entity and the project deliverables. 

Formation of the SCRUM Team: The Scrum team was formed by assigning roles 
according to the skills and responsibilities needed for the project’s implementation. 

Specification of Project Requirements: The requirements were identified to guide the 
construction of the framework, ensuring that it meets the financial institution’s needs 
and provides an adequate scope for its delivery (Table 3). 

Table 3. Definition of the Company’s Requirements 

Requirement Description 

R001 The framework must automate the user interface (UI) scenarios in the 
company’s products. 

R002 Automate the simulation of mortgage loans. 

R003 Generate scenarios in the framework’s features using information obtained from 
Jira. 

R004 Record the test cases in the features, export them to a CSV file, and then upload 
them again to Jira in the test case section. 

R005 Integrate the framework with Jenkins to manage execution pipelines. 

Definition of the Product Backlog: In this activity, requirements were gathered 
through meetings with all stakeholders and the analysis of existing documents. Work-
ing sessions with the Product Owner enabled the definition of a detailed and orga-
nized Product Backlog, which was established as the foundational guide for project 
development.
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3.2 Planning (Phase 2) 

During this phase, the necessary environment for development and test automation was 
prepared. Key activities were defined to structure the processes and facilitate the selection 
of essential tools to achieve the project goals (Table 4). 

Table 4. Activities for Preparing Tools and Environments 

Activity Description Tasks 

Elaboration of the QA 
(Quality Assurance) Process 
Diagram 

Visually represents the 
workflow and the stages of the 
Quality Control process 

Design a diagram that details 
the workflow and stages of the 
QA process 

Elaboration of the user 
stories 

Develop stories that clearly 
and comprehensively describe 
the client’s needs 

Break down the requirements 
into manageable stories, 
establish acceptance criteria, 
and prioritize each story 

Definition of the Design 
Pattern 

Select an appropriate pattern 
for automating software testing 
and explain how it works 

Research and justify the 
selection of the Page Object 
Model (POM) pattern and its 
implementation 

Selection of the IDE and Its 
Tools 

Choose tools that facilitate the 
development and maintenance 
of the framework, improving 
productivity and code 
automation 

Select Visual Studio Code and 
IntelliJ IDEA to integrate 
plugins such as GitHub 
Copilot 

Elaboration of the QA Process Diagram: We proceeded to elaborate the QA process 
diagram that visually represents the stages and activities necessary to ensure the quality 
of the software in the entity. This diagram not only describes which tasks are performed 
but also how they are executed and flow within the QA process (Fig. 3).
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Fig. 3. QA Process Diagram 

Elaboration of User Stories: User stories were created to detail the client’s func-
tional and technical requirements, following a structured format that facilitates priori-
tization and task slicing. These stories allowed us to decompose the entity’s needs into 
manageable and measurable functionalities, aligned with the automation framework 
(Table 5).
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Table 5. User Story: Generate Test Execution Report 

User Story: BB-5 Title: Generate the Test Execution Report 

Quality Engineer: Confidential 

Description: User Client 

I Product Owner at BCP (Banco de Crédito del Perú) 

WANT a report of the test execution 

FOR the information is automatically available. 

Acceptance Criterion The report must be generated automatically after running the 
automated tests. 

Definition of the Design Pattern: In this activity, we selected the POM as the design 
pattern for the test automation. This pattern separates the test logic from the details of 
the user interface, resulting in more organized, scalable, and maintainable code. 

Selection of the IDE and Its Tools: IntelliJ IDEA and Visual Studio Code were selected 
for their complementary capabilities for development and test automation. 

3.3 Implementation (Phase 3) 

This implementation phase focused on the effective construction of software tests using 
modern tools and agile methodologies to automate critical processes. The activities 
performed and the Sprints defined in the SCRUM framework are detailed below (Table 6). 

Table 6. Framework Development and Implementation Activities 

Activity Description Tasks 

Implement the Karate DSL 
framework 

Implement the Karate DSL testing 
framework, which is used for the 
API and web services testing 

Install Karate DSL in the 
development environment (Visual 
Studio Code and IntelliJ IDEA) 

Create a folder structure that 
reflects the features and test 
scenarios, following the Karate 
DSL logic 

Configure the test data directly in 
the test files using Karate DSL 
parameterization 

Implement Serenity and 
POM 

Implement Selenium with the 
POM design pattern to organize 
and automate user interface tests 
in a structured and efficient 
manner 

Download and install Selenium 
WebDriver in the development 
environment

(continued)
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Table 6. (continued)

Activity Description Tasks

Create “.feature” files defining 
test scenarios using the Gherkin 
language to describe the expected 
behaviors 

Apply POM by creating classes 
that encapsulate page elements 
and actions 

Use Selenium to simulate user 
interactions, such as clicking, 
entering data, and verifying 
results 

Execute tests with Cucumber, 
coordinating the execution of 
“.feature” files and the 
corresponding steps 

Sprint 0: Test Plan Planning. Define a detailed plan that ensures 
the proper coverage and scope of 
testing 

Define the types of tests 

Conduct impact and risk analysis 

Sprint 1: Framework 
Implementation 

Configure the essential elements 
of the framework for automated 
test execution 

Install the GitHub Copilot plugin 

Connect to the Jira Cloud via the 
API 

Sprint 2: Generation and 
Insertion of the Test Cases 

Create and document appropriate 
test cases for different scenarios 

Generate “.feature” files and 
export them to CSV 

Insert the test cases into Jira. 

Use prompts for the automated 
generation of test cases 

Sprint 3: Automation and 
Reporting 

Develop advanced scripts and 
generate automatic result reports 

Organize Project 

Write objects 

Manage definitions 

Produce execution reports 

“TO BE” with GitHub Copilot 

Implement the Karate DSL Framework: Karate DSL was implemented as the main 
framework for conducting API (and web service testing.

• Karate DSL was installed in the IDEs.
• Folder structures were organized to reflect the test hierarchies.
• The test data were configured directly in the test files, leveraging the Karate DSL’s 

parameterization capability. 

Implement Serenity and POM: Selenium was used to automate the interaction with 
web browsers and Cucumber was used to describe the test scenarios in natural language.
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The POM design pattern was applied to structure the user interface tests, making the 
code more organized and maintainable. 

1. Download and install the Selenium WebDriver. 
2. Creation “.feature” files using Gherkin to describe expected behaviors. 
3. Application of POM to encapsulate the interface elements and their interactions. 
4. Execution of coordinated tests using Cucumber. 

Sprint 0: Test Plan Planning: In this initial sprint, the types of tests necessary to ensure 
adequate coverage and scope of the software product were defined. Using the agile 
testing quadrant, tests corresponding to quadrant 2, focused on business and product 
development, were selected. This approach prioritized functional tests based on user 
stories, establishing a solid foundation for test execution and automation (Table 7). 

Table 7. Agile Testing Quadrant 

Sprint 1: Framework Implementation: In this sprint, the basic elements of the 
automated testing framework were configured as follows:

• The GitHub Copilot plugin was installed in the IDEs.
• The connection to the Jira Cloud was established via an API, using a generated API 

key to integrate Jira and centrally manage the project’s components (Fig. 4).
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Fig. 4. Connection of the project with Jira via the API Token 

Sprint 2: Generation and Insertion of Test Cases: Test cases were developed and 
automated, maximizing efficiency by using GitHub Copilot and associated tools. This 
activity transformed the requirements into detailed test cases and managed them directly 
in Jira.

• Generate features in CSV format 
To ensure traceability and standardization, the data generated by GitHub Copilot 
were exported to CSV format, organizing the features and scenarios defined in the 
Gherkin language. This format served as a bridge for integrating the test cases into 
Jira (Fig. 5).
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Fig. 5. Feature to CSV generation

• Insert the test cases into Jira 
The generated CSV was used to automatically insert the test cases into Jira. This 
process, which previously required significant time for manual management, is now 
completed in seconds, streamlining the loading and updating of test cases directly 
from the document (Fig. 6). 

Fig. 6. Inserting Test Cases in Jira
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• Prompts for generating test cases with GitHub Copilot 

1. Generate a feature and its scenarios in Spanish using the declarative Gherkin 
language for the acceptance criteria found in the file “name_feature.feature”. 

2. Generate a feature and its scenarios by grouping them into a scenario outline in 
Spanish, using the declarative Gherkin language for the acceptance criteria found 
in the file “name_feature.feature”. 

Sprint 3: Automation and Reporting: Advanced automation scripts were imple-
mented using Selenium and Serenity. Additionally, Jenkins was integrated to generate 
automated reports with key metrics such as execution time, success rate, and detected 
defects. This approach enabled continuous adjustments and maintained the quality of 
the testing system.

• Organize Project 
The framework was developed using the Serenity BDD, organizing tests based on 
established functionalities. This clear and modular structure facilitated automation 
and allowed for quick identification of the system components.

• Write Objects 
Using the POM model, the necessary methods for the framework’s operation were 
defined. These methods were mapped to the web locators under test, detailing the 
actions the automation robot had to perform.

• Handle Definitions 
The project definitions connected the objects with the features generated in the project, 
accurately interpreting the methods and actions needed for automated execution 
(Fig. 7). 

Fig. 7. Definitions del framework
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• Execution Report 
At the end of the execution process, detailed reports were generated using Serenity. 
These reports included key metrics, such as the total execution time, the number of 
test cases executed, and visual evidence of each step performed (Figs. 8 and 9). 

Fig. 8. Report with time and performance metrics. 

Fig. 9. Details in the report by executed Feature

• “TO BE” with GitHub Copilot 
Figure 10 presents the prototype illustrating the automated workflow using GitHub 
Copilot. This workflow begins with managing user stories and requirements in Jira, 
followed by integrating them through prompts into the framework. With Copilot’s 
support, automated tests were generated in the Gherkin language, ensuring efficient 
collaboration among team members and consistency in the results.
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Fig. 10. "TO BE” with GitHub Copilot 

3.4 Review and Retrospective (Phase 4) 

During this phase, the following activities were carried out.

• Sprint Review 

1. A review meeting was held where the team presented the results achieved during 
the previous sprints, highlighting the executed test cases, the defects found, and 
the generated reports. 

2. Performance indicators obtained through tools such as Jenkins and Serenity were 
analyzed, including execution times per test case, success rate, detected defects, 
and feature coverage within the framework.

• Team Retrospective 

1. Improved Documentation: Create a detailed guide for future teams using the 
framework, including specific steps for configuring GitHub Copilot and Jira. 

2. Automation Enhancements: Implement adjustments to the automation scripts to 
improve their efficiency and scalability. 

3. Continuous Training: Schedule training sessions on key tools to maximize team 
performance.
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4 Results 

4.1 Shapiro-Wilk Normality Test 

To evaluate the normality assumption of the dataset, the Shapiro-Wilk (S-W) test was 
used, which is suitable for the sample size. According to the results shown in Table 8, 
the significance values (p) obtained in the pretest (.119) and posttest (.353) were greater 
than 0.05. Therefore, the null hypothesis is not rejected, confirming that the data meet 
the normality assumption. 

Table 8. Normality tests 

Software 
Quality 
Process 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic gl Sig Statistic gl Sig 

Pretest .188 20 .063 .924 20 .119 

Posttest .188 20 .200* .949 20 .353 

*. This is the lower limit of true significance. 
a. Lilliefors significance correction. 

Since this is a longitudinal comparative study with an input and output phase for 
the same sample of users, Student’s t-test for paired samples was used in the hypothesis 
testing. 

4.2 Paired Samples T- Test 

General Hypothesis: 
H0: The implementation of test automation does not improve the software quality process 
in financial sector companies. 
H1: The implementation of test automation improves the software quality process in 
financial sector companies. 

Table 9 shows a t-value of −11.221, df = 19 (degrees of freedom), and p = 0.000, 
indicating a statistically significant difference between the pretest and posttest. The mean 
difference of −7.815 and the 95% confidence interval (−9.2727 to −6.35728) confirm 
the improvement in the quality process after test automation. The null hypothesis (H0) 
is rejected, and the alternative hypothesis (H1) is accepted.
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Table 9. General Hypothesis Testing 

pretest – 
posttest 

Mean Standard 
Deviation 

Standard 
Error 
Mean 

Paired Differences 
95% Confidence 
Interval of the 
Difference 

t df Sig. 
(two-tailed) 

Lower Upper 

software 
quality 
process 

−7.815 3.11470 0.69647 −9.2727 −6.35728 −11.22 19 0.000 

We used a Box-plot to visualize the data and analyze the distribution of their means. 
Figure 11 shows the effectiveness of implementing and developing the test automa-

tion using GitHub Copilot. A significant increase was observed in (t (19) = −11.22, p 
< 0.05) between the measurements taken before (Mean = 144.46) and after (Mean = 
185.275), improving software quality in companies within the financial sector. 

Fig. 11. Software quality process 

Specific Hypothesis 1 
He0: The implementation of test automation using GitHub Copilot does not significantly 
reduce the effort duration invested in the software quality process in financial sector 
companies. 
He1: The implementation of test automation using GitHub Copilot significantly reduces 
the effort duration invested in the software quality process in financial sector companies. 

Table 10 shows a value of t = 19.368, df = 19, and p = 0.000, achieving a statistically 
significant difference between the pretest and the posttest. The mean difference of 5.965 
and the 95% confidence interval (5.32037 to 6.60963) confirm that test automation 
significantly reduces the effort duration invested in the quality process. Consequently, 
the null hypothesis (He0) is rejected, and the specific hypothesis 1 (He1) is accepted.
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Table 10. Specific Hypothesis 1 Test 

pretest – 
posttest 

Mean Standard 
Deviation 

Standard 
Error Mean 

Paired Differences 
95% Confidence 
Interval of the 
Difference 

t df Sig. 
(two-tailed) 

Lower Upper 

effort 
duration 
invested 

5.965 1.37736 .30799 5.32037 6.60963 19.368 19 0.000 

Figure 12 shows the effectiveness of implementing the test automation using GitHub 
Copilot. There was an increase in (t (19) = 19.368, p < 0.05) between the measurements 
taken before (Mean = 29.6100) and after (Mean = 23.6450), reflecting a significant 
reduction in effort duration in financial sector companies. 

Fig. 12. Reduction of the effort duration invested. 

Specific Hypothesis 2 
He0: If a strategic model is established to implement and develop test automation, it does 
not reduce the waiting time in the software quality process in the financial sector. 
He1: If a strategic model for implementing and developing test automation is established, 
the waiting time in the software quality process in the financial sector is reduced. 

Table 11 shows a value of t = 127.124, df = 19, and p = .000, indicating that 
the reduction in waiting time between the first and second measurements was signifi-
cant. Furthermore, the paired mean difference of 8.665 and the 95% confidence inter-
val (5.32037 to 6.60963) confirm the reduction in waiting time in the quality process. 
Consequently, the null hypothesis (He0) is rejected, and specific hypothesis 2 (He1) is  
accepted.
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Table 11. Specific Hypothesis 2 Test 

pretest – 
posttest 

Mean Standard 
Deviation 

Standard 
Error Mean 

Paired Differences 
95% Confidence 
Interval of the 
Difference 

t df Sig. 
(two-tailed) 

Lower Upper 

Reduction 
of waiting 
time 

8.665 0.30483 0.06816 8.52234 8.80766 127.124 19 0.0 

Figure 13 shows the effectiveness of implementing the test automation using GitHub 
Copilot. There was an increase in (t (19)= 127.124, p < 0.05) between the measurements 
taken before (Mean = 15.1700) and after (Mean = 6.5050), reflecting a significant 
reduction in waiting time in financial sector companies. 

Fig. 13. Reduction of waiting time 

Specific Hypothesis 3 
He0: If test automation is implemented, it does not improve the performance of the 
software quality process in the financial sector. 
He1: If test automation is implemented, it will improve the performance of the software 
quality process in the financial sector. 

Table 12 shows a value of t = −1601.120, df = 19, and p = .000, indicating that 
the performance in the software quality process between the first and second measure-
ments was significant. Furthermore, the paired mean difference of −35.755 and the 95% 
confidence interval (−35.8017 to −35.70826) evidence the improvement in the quality 
process performance. Consequently, the null hypothesis (He0) is rejected, and specific 
hypothesis 3 (He1) is accepted.
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Table 12. Specific Hypothesis 2 Test 

pretest
-
posttest 

Mean Standard 
Deviation 

Standard 
Error 
Mean 

Paired Differences 
95% Confidence 
Interval of the 
Difference 

t df Sig. 
(two-tailed) 

Lower Upper 

Performance 
in the 
software 
quality 
process 

−35.75 0.0998 0.0223 −35.8017 −35.7082 −1601.1 19 0.0 

Figure 14 shows the effectiveness of implementing test automation using GitHub 
Copilot in the performance of the software quality process. There was an increase in (t 
(19) = −1601.1, p < 0.05) between the measurements taken before (Mean = 6.505) 
and after (Mean = 42.26), evidencing a significant improvement in the performance of 
the software quality process in the financial companies. 

Fig. 14. Performance in the quality process 

5 Conclusions 

The implementation of GitHub Copilot as an artificial intelligence tool, together with 
the agile SCRUM methodology applied in test automation, has demonstrated significant 
improvements in software quality processes, achieving the objectives established for the 
financial entity. 

The statistical results, supported by hypothesis contrast tables and Box-plot analysis, 
confirm that AI-based automation has significantly optimized processes.
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A 5.41% increase in test case creation was achieved, with the mean rising from 144.46 
to 152.28. This progress highlights the effectiveness of GitHub Copilot in accelerating 
the design and execution of tests, significantly reducing human errors, and promoting 
process standardization. 

Moreover, the effort duration invested in the quality process showed a statistically 
significant decrease of 20.16%, dropping from a mean of 29.61 to 23.64. Similarly, the 
waiting time was reduced by 57.12%, demonstrating the capability of automation to 
eliminate operational bottlenecks and improve the end-user experience. 

The performance of the quality process experienced a sevenfold increase after imple-
mentation, demonstrating that automation not only improves operational efficiency but 
also enhances the overall quality of the delivered product. 

In conclusion, the implementation of GitHub Copilot as a central tool for test automa-
tion represents a significant step toward more efficient, reliable, and scalable quality 
processes, consolidating its potential as a key solution for the current financial sector. 
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Abstract. This research presents Autonomous Evolutionary Control Learning, a 
novel framework that combines PID control, reinforcement learning, and evolu-
tionary optimization to enhance the autonomy and adaptability of robotic systems. 
Unlike traditional control methods, which often require extensive manual tuning 
and struggle with dynamic environments, AECL enables robots to refine their 
behavior in real-time. By integrating deep reinforcement learning with evolu-
tionary algorithms, the system continuously optimizes its parameters, allowing it 
to respond more effectively to unforeseen disturbances and variations in opera-
tional conditions. To validate its performance, AECL was implemented on a four-
degree-of-freedom robotic arm equipped with servomotors and an accelerometer. 
The results demonstrated a significant reduction in positioning errors compared 
to conventional PID controllers, as well as improved stability and adaptability. 
One of the key advantages of AECL is its ability to minimize the need for man-
ual recalibration, making it particularly valuable for applications where precision 
and reliability are critical. Beyond robotics, the principles behind AECL have the 
potential to benefit a wide range of fields, from industrial automation to medi-
cal robotics and autonomous exploration. By enabling robots to learn and evolve 
without constant human intervention, this approach paves the way for more intel-
ligent, resilient, and efficient systems. Future research will focus on improving 
computational efficiency and exploring new ways to enhance the system’s ability 
to generalize across different tasks and environments. 

Keywords: Evolutionary Control Learning · reinforcement learning · PID 
control · evolutionary optimization · adaptive robotics · real-time learning · 
intelligent control systems · robotic autonomy · self-optimization · machine 
learning in robotics · deep reinforcement learning · genetic algorithms · 
autonomous robotic adaptation · dynamic control optimization · precision 
robotics · neural network-based control · hybrid control strategies · evolutionary 
computation in robotics 

1 Introduction 

Robots are mechanical devices that operate autonomously or semi-autonomously in 
the design, production, and utilization spheres [1]. The development of AI and data 
analysis has enabled them to make decisions, adapt, and learn through deep learning
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and probabilistic strategies [3, 41], driving the creation of efficient machine learning 
algorithms. In autonomous robotics, intelligent robots are being developed to function 
without direct human intervention [1]. These robots execute complex commands and 
improve precision through machine and deep learning, leveraging neural and convolu-
tional networks for accelerated learning and solving complex tasks [2, 3]. Methods such 
as tensor decomposition, weight quantization, and flexible network architecture enhance 
their performance. 

2 Overview of Robot Control Methodologies and Current 
Challenges 

Robot control encompasses various methodologies, including Reinforcement Learning 
(RL) [11], Genetic Algorithms (GA) [15–21], Evolution Strategies (ES) [22–25], Particle 
Swarm Optimization (PSO) [26–29], and Differential Optimization (DO) [30–33]. RL 
enables robots to learn through interaction with the environment, using value-based, 
policy-based, and actor-critic models [7, 12–14]. GA and ES are applied to develop 
behavioral strategies and tune control parameters, adapting to changing conditions [15– 
25]. PSO and DO are used for trajectory planning and sensor calibration, operating in 
continuous search spaces [26–33]. 

Recent research demonstrates the integration of these methods, which enhances 
the autonomy and adaptability of robots. The incorporation of deep learning into RL 
improves the robots’ ability to handle complex tasks [3, 41]. Genetic Algorithms and 
Evolution Strategies facilitate precise tuning of controlled parameters, ensuring adap-
tation to new conditions [15–25]. PSO and DO algorithms show promising results in 
practical applications, such as trajectory planning and sensor calibration [26–33]. 

However, unresolved challenges remain, including improving the robustness of algo-
rithms to dynamic environmental changes and integrating various methodologies to cre-
ate more flexible control systems. Additionally, reducing computational costs during 
training and optimization is necessary. It is important to develop methods for evaluating 
fitness and adapting parameters in real-time to enhance the performance of robots in 
complex and unpredictable operating conditions. 

3 Autonomous Evolutionary Control Learning 

Autonomous Evolutionary Control Learning (AECL) focuses on the development of 
self-learning autonomous robots capable of navigating and orienting themselves in com-
plex, obstacle-rich environments. This unified and scalable framework integrates PID 
control, reinforcement learning, and evolutionary optimization. The model’s architec-
ture includes three main components: the PID Controller, the Reinforcement Learning 
Module, and the Evolutionary Optimization Algorithm. 

3.1 PID Controller 

AECL aims to create self-learning autonomous robots capable of movement and naviga-
tion in challenging environments with obstacles. This framework combines the PID con-
troller [34], reinforcement learning, and evolutionary optimization. The PID controller
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continuously adjusts control actions to minimize the difference between the robot’s 
current state (position, velocity, orientation) and the desired target (point or trajectory). 
The AECL architecture consists of three main components: the PID Controller, the Rein-
forcement Learning Module, and the Evolutionary Optimization Algorithm. The control 
signal is described by the equation: 

u(t) = Kpe(t) + Ki 

t 

0 
e(τ )dτ + Kd 

d 

dt 
e(t) (1) 

where e(t) is the error, and Kp, Ki, and Kd are the proportional, integral, and derivative 
coefficients, respectively [34]. Kp provides a rapid response to the current error, but 
high values can cause instability. Ki eliminates steady-state errors, though excessive 
values may lead to oscillations. Kd smooths the controller’s responses, improving system 
stability. In AECL, these coefficients are optimized using an evolutionary algorithm 
during the “hibernation” phase, ensuring precise control tuning. 

3.2 Reinforcement Learning Module 

The Reinforcement Learning (RL) module is a key component of the AECL architec-
ture, enabling robots to autonomously learn using Deep Reinforcement Learning (DRL) 
methods [11]. The learning process is formulated as a Markov Decision Process (MDP) 
[35], where the robot, in state s ∈ S, selects an action a ∈ A according to the policy 
π(a | s), receiving a reward R(s, a) [35]. The goal is to find the optimal policy π ∗, which 
maximizes the cumulative long-term reward. 

The implementation of the RL module depends on the chosen DRL algorithm. For 
instance, the Deep Q-Network (DQN) algorithm [8] uses a deep neural network to 
approximate the value function Q(s, a) [36] and updates it according to the formula: 

Q(s, a) ← Q(s, a) + α · R(s, a) + γ · maxQ s , a − Q(s, a) (2) 

where α is the learning rate, γ is the discount factor, and s is the next state after 
performing action a. 

The Proximal Policy Optimization (PPO) algorithm [37], which directly optimizes 
the policy π(a | s), avoids large updates. The objective function of PPO is defined as: 

L(θ ) = Et min 
πθ (at |st) 

πθold (at |st) 
· At, clip 

πθ (at |st) 
πθold (at |st) 

, 1 − ε, 1 + ε · At (3) 

where θ represents the policy parameters, At is the advantage of action at in state st , and 
is a hyperparameter controlling the magnitude of policy updates [37]. The clip function 

limits values within a specific range and, in this case, restricts the ratio of policies to 
the range [1 − 1 + ]. Feedback from the environment is used to update the neural 
network parameters in each of these algorithms, thereby improving the robot’s policy. 

3.3 Evolutionary Optimization Algorithm 

Evolutionary Optimization (EO) is a stochastic search strategy based on the biological 
principles of evolution and natural selection [38]. In AECL model, EO is applied to
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tune the parameters of both the reinforcement learning policy neural network and the 
PID controller. An individual represents a set of parameters P = p1, p2, . . . ,  pn in a 
multidimensional search space [38]. The population is initialized by randomly selecting 
N individuals within the allowable ranges to ensure diversity [39]. 

The fitness function F(P) evaluates each individual based on the cumulative rewards 
obtained by the RL module with the parameter set P [39]. Genetic operators include pro-
portional selection, single-point crossover, and mutation, which generate new individuals 
and maintain population diversity [39]. Less fit individuals are replaced by new ones, 
driving parameter improvement across generations. EO terminates upon reaching the 
maximum number of generations or exceeding a predefined fitness threshold. 

The primary advantages of EO in AECL are its ability to explore complex and 
nonlinear search spaces and its resilience to noise and disturbances, making it suitable 
for dynamic environments [38]. 

4 Interaction Between Components 

The AECL model requires coordinated interaction between the PID controller, the RL 
module, and the EO algorithm to function effectively. The PID controller ensures a fast 
and stable response to control signals, the RL module enables the system to learn through 
interaction with the environment, and EO optimizes the parameters of both the RL policy 
neural network and the PID controller [34]. 

The RL module generates actions based on the learned policy, which serve as targets 
for the PID controller. The PID controller produces control signals to achieve these 
targets, expressed by the formula: 

u(t) = PID(a(t) − y(t)) (4) 

where a(t) is the action from the RL module, and y(t) is the current system measurement. 
EO optimizes the parameters of the RL module and the PID controller by generating 
new parameter populations using genetic operators and evaluating their performance 
through the fitness function F . This process can be represented as: 

(5) 

where P(t) represents the population of parameters at generation t [39]. 
Thus, the PID controller, RL module, and EO operate at different levels of the AECL 

architecture, complementing each other and ensuring system adaptation and optimization 
in complex and changing environments. 

5 Dynamic Process of Adaptation and Learning in the AECL 
Model 

The AECL model operates in a dynamic environment that requires constant adaptation to 
changes and unforeseen challenges. The process begins with an exploration phase, where 
the PID controller and the RL module are trained to interact with the environment. The
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PID controller responds to control signals, while the RL module develops an action policy 
aimed at maximizing long-term rewards. The interaction between them is described by 
the formulas: 

a(t) = RL(s(t), Prl) (6) 

u(t) = PID a(t) − y(t), Ppid (7) 

where s(t) represents the current state, Prl are the parameters of the RL module, and 
Ppid are the parameters of the PID controller. 

During this phase, the system collects data on states, actions, and rewards, which are 
used to update the parameters of the RL module [42] and the PID controller [34]. Once 
a sufficient level of learning is achieved, the model transitions to the exploitation phase, 
where the use of learned policies minimizes exploration and maximizes rewards. 

Simultaneously, the EO algorithm continuously improves the parameters of the RL 
module and PID controller by evaluating various parameter sets based on their ability to 
maximize long-term rewards and selecting the best ones for subsequent generations: 

Prl(t + 1), Ppid (t + 1) = EO F RL(Prl(t)), PID Ppid (t) (8) 

where F represents the fitness function to be maximized. Thus, the PID controller, 
RL module, and EO interact at different levels of the AECL architecture, ensuring the 
system’s adaptation and optimization in complex conditions. 

6 AECL Algorithm 

This section provides a detailed description of the algorithm used in the AECL archi-
tecture, which integrates the components of PID control, reinforcement learning, and 
evolutionary optimization. 

6.1 Initialization 

In the initial stage of the AECL architecture, the primary components—PID con-
troller, reinforcement learning module, and evolutionary optimization algorithm—are 
configured. The initial setup of these elements is carried out as follows: 

6.2 Initialization of the PID Controller 

The PID controller is initialized with standard parameters P = 1.0, I = 1.0, and D = 
1.0. However, these values may be adjusted depending on the task and the application 
environment of the AECL model. The goal of the PID controller is to provide a fast and 
stable response to control inputs, making the initial parameters crucial for its operational 
efficiency. 

Ppid (t = 0) = (P0, I0, D0) (9)
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6.3 Initialization of the RL Module 

The RL module is initialized with a random policy. This means that at the beginning, 
the agent makes decisions randomly rather than based on prior experience. This initial 
random exploration strategy allows the model to interact with its environment impartially 
and discover various potential strategies. 

πrl(t = 0) = Random Policy (10) 

6.4 Initialization of the EO Algorithm 

The EO process begins by generating a random population of parameters for the RL 
module and the PID controller, ensuring the necessary diversity to explore the search 
space for optimal solutions. 

The initialization phase plays a critical role, laying the foundation for the subsequent 
exploration and adaptation of the model. During this period, AECL interacts with the 
environment, collects data, and learns from its experiences. As the system transitions 
from the initialization phase to the exploration and exploitation phases, it continues to 
improve and adapt, striving to optimize its performance. 

Population(t = 0) = (Ppid , πrl)i , i = 1, . . . ,  N (11) 

6.5 Interaction and Learning 

The interaction and learning phase is critically important for the functioning of the AECL 
architecture. During this stage, AECL interacts with its environment, receives feedback, 
and updates its policies and action parameters. The key steps in this process are described 
below: 

1. Action Generation. At each time step, AECL generates an action a(t) based on the 
learned policy of the RL module. This action serves as the input signal for the PID 
controller. 

a(t) = πrl(s(t), θrl) (12) 

2. PID control. The PID controller takes the action a(t) and calculates the difference 
between this action and the current system measurement y(t), generating a control 
signal u(t). This control signal is used to influence the system and induce changes in 
its state. 

u(t) = PID Ppid (t), a(t), y(t) (13) 

3. Observation and Feedback. AECL observes the outcome of its action in the envi-
ronment and receives a reward (or penalty) depending on how effectively the action 
contributed to achieving the desired goal. 

(14)
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4. Learning and Updating. Based on observations and received feedback, AECL updates 
the policy of the RL module and the parameters of the PID controller. This learning 
process is performed through gradient-based optimization, using the gradient of the 
loss function with respect to the parameters. The policy of the RL module is updated 
to maximize the expected reward, while the parameters of the PID controller are 
adjusted to improve the system’s response. 

θrl(t + 1) = θrl(t) + α∇θrl logπrl(a(t)|s(t), θrl(t))(G(t) − v(s(t), w(t))) (15) 

(16) 

where α is the learning rate, G(t) is the accumulated reward starting from time t, and 
v(s(t), w(t)) is the value estimation of the state s(t). 

6.6 Repetition 

This cycle of interaction, observation, learning, and updating is repeated over numerous 
time steps, enabling AECL to continuously adapt to its environment and improve its 
performance. 

The interaction and learning phase establish the foundation for adaptive behavior and 
continuous improvement in AECL. Through ongoing interaction with its environment 
and learning based on received feedback, AECL adjusts and refines its behavior to 
achieve optimal performance and efficiency in its task. 

6.7 Optimization and Convergence 

During the optimization and convergence phase, the AECL architecture utilizes the 
evolutionary optimization algorithm to enhance and adjust the parameters of the rein-
forcement learning module and the PID controller. This optimization process involves 
several stages: 

1. Fitness Function Evaluation. The fitness function FF serves as a measure of per-
formance for a specific set of parameters. It is evaluated for each parameter set in 
the current population, providing an assessment of their effectiveness in the tasks of 
learning and control. 

Fi = F Ppid , πrl i (17) 

where i = 1, . . . ,  N . 
2. Selection of Optimal Parameters. Based on the fitness function evaluation, the best 

parameter sets are selected to be carried over to the next generation. Parameters that 
generate higher F values have a greater likelihood of being chosen. 

Ppid , πrl best = argmax Ppid , πrl i (18)
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3. Crossover and Mutation. The selected parameter sets undergo crossover and mutation 
operations to generate a new population. Crossover combines parts of two parame-
ter sets to create a new one, while mutation introduces small random changes to a 
parameter set. 

Ppid , πrl son = Crossover Ppid , πrl best, Ppid , πrl random (19) 

4. Convergence. This process of evaluation, selection, crossover, and mutation is 
repeated over multiple generations. Over time, the EO algorithm aims to converge 
toward an optimal set of parameters that maximizes the fitness function. 

The optimization and convergence phase is critically important in the AECL process, 
as this is where most of the model’s learning and adaptation occurs. Through evolutionary 
optimization, AECL continuously adjusts and improves its RL and PID parameters to 
achieve optimal performance in its task. 

The AECL architecture represents an iterative and continuous process of learning 
and adaptation. Through constant interaction with the environment and parameter opti-
mization, AECL consistently adjusts and enhances its performance. It is important to 
note that the algorithm relies on the policies of the RL module, the PID controller, and 
the fitness function, which must be defined according to the specific task being solved. 

7 Experimental Results 

This chapter presents the results of experiments conducted with a four-degree-of-
freedom robotic arm equipped with LX-16A servomotors and an accelerometer to val-
idate the AECL model. The model integrates PID controllers, reinforcement learning 
algorithms, and evolutionary optimization methods, enhancing system performance and 
adaptability in dynamic conditions. 

The experimental setup includes a 3D-printed robotic arm, designed to allow pre-
cise adjustments to meet research requirements, and provides a description of the sys-
tem components, testing environment, as well as data collection and analysis methods. 
The robotic arm, composed of 3D-printed segments, features a lightweight and robust 
construction, simplifying modifications and repairs. 

Each joint is controlled by an LX-16A servomotor with a range of 0°–240° and a 
high response speed, completing a 60° motion in 0.16 s at 7.4 V. The accelerometer 
records motion dynamics across three axes, enabling the rapid detection and correction 
of disturbances, which is crucial for system stability and the effective adaptation of the 
AECL model to changing environmental conditions (Fig. 1). 

7.1 Training the AECL Model 

This chapter details the process of training the AECL model using a four-degree-of-
freedom robotic arm equipped with LX-16A servomotors and an accelerometer sen-
sor module. The methodology employed combines Genetic Algorithms and Reinforce-
ment Learning with an adaptive PID controller. The primary goal is to optimize and 
dynamically adjust the controller’s parameters to enhance system performance.
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Fig. 1. Robotic Arm 

7.1.1 Evaluation and Results of the AECL Model 

This section analyzes the training metrics of the AECL model, incorporating a dynami-
cally adjustable PID controller, genetic algorithms, and reinforcement learning. The per-
formance indicators of reinforcement learning and the predictive accuracy of a Random 
Forest-based model are examined. 

One of the key metrics is the accumulated reward, which reached a value of 5023, 
indicating the agent’s high efficiency in maximizing performance in the simulated 
environment. The formula for calculating the accumulated reward [45] is presented 
below: 

Rcumulative = T 

t=1 
rt (20) 

Additionally, the average reward per episode was calculated to be 49.7, demon-
strating the agent’s consistent performance during each training stage. The formula for 
calculating the average reward per episode is: 

Raverage = 
1 

N 

N 

i=1 
Ri (21) 

In the evaluation of the PID controller, the key parameters Kp, Ki, and Kd , converging 
to 3.27, 1.74, and 0.86 respectively, ensure precise and efficient control of the robotic 
arm, enabling the controller to respond adequately to errors and corrections. 

For the Random Forest model used to predict the system’s output values, the Mean 
Absolute Error (MAE) was calculated to be 0.153, indicating a high level of prediction 
accuracy. The formula for calculating MAE is: 

MAE = 
1 

n 

n 

i=1 
yi − yi (22)
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where yi represents the actual values and yi represents the predicted values [46]. 
The Mean Squared Error (MSE), which was calculated to be 0.031, provides a 

measure of model accuracy that is sensitive to large errors due to its quadratic nature. 
The formula used for MSE is: 

MSE = 
1 

n 

n 

i=1 
yi − yi 

2 (23) 

The Root Mean Squared Error (RMSE) was calculated as 0.176, providing a measure 
of the standard deviation of prediction errors. The RMSE formula is simply the square 
root of MSE [46]: 

RMSE = √
MSE (24) 

The coefficient of determination R2 was calculated as 0.953, indicating that the 
model explains 95.3% of the variance in the dependent variable, reflecting a high level 
of predictive accuracy. The formula for calculating R2 is: 

R2 = 1 − 
n 
i=1 yi − yi 

2 

n 
i=1(yi − y)2

(25) 

where y — represents the mean of the actual values [46] (Fig. 2). 

Fig. 2. Cumulative Reward Plot 

The graph of the average reward per episode supports this observation, demonstrating 
the agent’s consistent performance in each training episode (Fig. 3). 

The convergence plots of the PID controller parameters Kp, Ki, and Kd demonstrate 
that the parameters have reached stable values, which is crucial for precise control of 
the robotic arm. The stability of these parameters indicates the success of the dynamic
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Fig. 3. Average Reward Per Episode Plot 

Fig. 4. Convergence Plot of PID Parameter Kp. 

tuning process, achieving an optimal balance between the proportional, integral, and 
derivative corrective actions of the controller (Figs. 4, 5 and 6). 

The histogram of prediction errors for the Random Forest model shows that most 
errors are small and distributed around a central value close to zero. This indicates that 
the prediction model is accurate, with significant deviations between actual and predicted 
values being rare (Fig. 7).
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Fig. 5. Convergence Plot of PID Parameter Ki 

Fig. 6. Convergence Plot of PID Parameter Kd . 

These visualizations and analyses provide a detailed understanding of the agent’s 
performance and the prediction model, facilitating the identification of areas for improve-
ment and confirming the effectiveness of the optimization and learning methods used in 
the AECL model (Tables 1 and 2). 

These tables provide a clear and concise overview of the metrics obtained during the 
training of the AECL model, enabling an accurate assessment of the performance and 
efficiency of the applied methods.
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Fig. 7. Histogram of Errors 

Table 1. Metrics of the Reinforcement Learning Model 

Metric Value Description 

Cumulative Reward 5023 Total accumulated reward throughout the training, 
indicating the agent’s continuous performance 
improvement. 

Average Reward per Episode 49.7 Average reward obtained in each training episode, 
reflecting the agent’s learning efficiency. 

Convergence of Kp 3.27 The value to which the proportional parameter Kp of the 
PID controller converges, representing optimal 
proportional gain for the system. 

Convergence of Ki 1.74 The value to which the integral parameter Ki of the PID 
controller converges, representing optimal integral gain 
for the system. 

Convergence of Kd 0.86 The value to which the derivative parameter Kd of the 
PID controller converges, representing optimal 
derivative gain for the system. 

7.1.2 Model Validation and Optimization 

Cross-validation is an essential method in predictive model development, allowing for a 
comprehensive evaluation of their performance and ensuring they generalize well to new 
data. This process splits the data into multiple subsets or folds, using some for training 
the model and others for validation, repeating this process multiple times. 

The cross-validation process implemented for the AECL model is described here, 
with a detailed analysis of its performance (Table 3).
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Table 2. Metrics of the Random Forest Model 

Metric Value Description 

Mean Absolute Error (MAE) 0.153 The average of the absolute differences 
between predicted and actual values, 
indicating the overall accuracy of the 
prediction model. 

Mean Squared Error (MSE) 0.031 The mean of the squared differences 
between predicted and actual values, 
providing a measure of model accuracy. 

Root Mean Squared Error (RMSE) 0.176 The square root of MSE, offering a 
measure of the standard deviation of 
prediction errors. 

Coefficient of Determination (R2 Score) 0.953 A statistical measure indicating the 
proportion of the variance in the 
dependent variable predictable from the 
independent variable. 

Table 3. Metric Results 

Metric Mean Value 

Mean Absolute Error (MAE) 0.153 

Mean Squared Error (MSE) 0.031 

Root Mean Squared Error (RMSE) 0.176 

Coefficient of Determination (R2) 0.953 

The cross-validation analysis demonstrates the high reliability and accuracy of the 
AECL model. The MAE of 0.153 indicates minimal deviations of predictions from actual 
values, which is critical for practical applications where even small errors can signifi-
cantly impact the system. The MSE is 0.031, and the RMSE is 0.176, confirming a low 
level of errors and the absence of significant deviations. The coefficient of determination 
R2 = 0.953 indicates that the model explains 95.3% of the variability in the output data, 
which is crucial for precise and reliable control of the robotic arm. 

7.2 Real-World Implementation and Testing 

This chapter describes the implementation of the AECL model using a four-degree-of-
freedom robotic arm. Four experiments were conducted to evaluate its accuracy, stability, 
energy efficiency, and robustness to disturbances. One of the tests focused on comparing 
the positioning accuracy of the AECL model with a traditional PID controller in a 
controlled environment, recording deviations between target and actual positions using 
the built-in sensors of the servomotors.



254 P. G. Valdez

7.2.1 Test Setup 

For this test, the robotic arm was programmed to move to twenty different positions 
chosen to cover a wide range of the workspace. Target positions were set in Cartesian 
coordinates and converted to joint angles using the arm’s inverse kinematics. The arm’s 
setup and control were performed through the Hiwonder Serial Bus Servo Controller 
Board connected to a Jetson Nano running the AECL model. The arm moved to each 
target position and held it for five seconds before returning to the starting position 
and then moving to the next position. During these intervals, real-time data on the actual 
position of each joint were continuously recorded from the LX-16A servomotor sensors. 

7.2.2 Test Execution 

The experiment was conducted in two phases: first using the AECL model and then 
using a traditional PID controller for direct comparison. In both phases, the robotic arm 
executed predefined movements, and positioning data were recorded in real time. 

7.2.3 Test Results 

The results showed that the AECL model achieved higher positioning accuracy compared 
to the traditional PID controller, although the traditional PID occasionally performed 
better. The average deviation for the AECL model was 1.2 mm, while the average 
deviation for the traditional PID was 2.5 mm. These results demonstrate significant 
improvement in positioning accuracy when using the AECL model (Table 4). 

Table 4. Positioning Accuracy Results 

Target Position (mm) Error with AECL (mm) Error with Traditional PID (mm) 

100, 150, 200, 250 1.3, 1.2, 1.4, 1.5 2.4, 2.6, 2.5, 2.7 

200, 250, 300, 350 1.1, 1.2, 1.3, 1.4 2.7, 2.6, 2.4, 2.5 

300, 350, 400, 450 1.2, 1.3, 1.4, 1.3 2.6, 2.5, 2.6, 2.4 

400, 450, 500, 550 1.3, 1.4, 1.3, 1.5 2.4, 2.7, 2.5, 2.6 

500, 550, 600, 650 1.2, 1.1, 1.2, 1.3 2.5, 2.4, 2.6, 2.7 

600, 650, 700, 750 1.3, 1.4, 1.5, 1.2 2.6, 2.5, 2.4, 2.6 

700, 750, 800, 850 1.4, 1.3, 1.2, 1.1 2.6, 2.4, 2.5, 2.7 

800, 850, 900, 950 1.2, 1.3, 1.4, 1.3 2.5, 2.6, 2.4, 2.6 

900, 950, 1000, 1050 1.1, 1.2, 1.3, 1.4 2.4, 2.5, 2.6, 2.7 

1000, 1050, 1100, 1150 1.2, 1.1, 1.3, 1.4 2.6, 2.5, 2.4, 2.6 

1100, 1150, 1200, 1250 1.3, 1.2, 1.4, 1.3 2.5, 2.6, 2.4, 2.7 

1200, 1250, 1300, 1350 1.4, 1.3, 1.2, 1.3 2.6, 2.4, 2.5, 2.7 

1300, 1350, 1400, 1450 1.2, 1.4, 1.3, 1.2 2.4, 2.5, 2.6, 2.7

(continued)
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Table 4. (continued)

Target Position (mm) Error with AECL (mm) Error with Traditional PID (mm)

1400, 1450, 1500, 1550 1.3, 1.2, 1.4, 1.3 2.6, 2.5, 2.4, 2.6 

1500, 1550, 1600, 1650 1.2, 1.3, 1.4, 1.2 2.4, 2.5, 2.6, 2.7 

1600, 1650, 1700, 1750 1.3, 1.2, 1.3, 1.4 2.6, 2.4, 2.5, 2.7 

1700, 1750, 1800, 1850 1.2, 1.1, 1.4, 1.3 2.5, 2.6, 2.4, 2.7 

1800, 1850, 1900, 1950 1.3, 1.4, 1.3, 1.2 2.4, 2.5, 2.6, 2.7 

1900, 1950, 2000, 2050 1.2, 1.3, 1.4, 1.1 2.6, 2.4, 2.5, 2.7 

2000, 2050, 2100, 2150 1.3, 1.2, 1.3, 1.4 2.5, 2.6, 2.4, 2.7 

7.2.4 Analysis of Results 

The data analysis shows that the AECL model provides higher positioning accuracy 
compared to the traditional PID controller, with an average deviation of 1.2 mm versus 
2.5 mm for the PID. This improvement is attributed to the AECL model’s better adap-
tation to dynamic environmental conditions through the use of reinforcement learning 
and genetic algorithms, which allow real-time optimization of controller parameters. 

Such an improvement in accuracy is critical for applications requiring precise posi-
tioning, such as handling small and delicate objects, where even minimal deviations can 
lead to significant issues (Fig. 8). 

Fig. 8. Histogram of Positioning Errors 

The histogram of positioning errors shows that the AECL model demonstrates greater 
accuracy compared to the traditional PID controller. Errors for the AECL model are 
concentrated within the range of 1.0 to 1.5 mm, indicating lower variability and smaller 
deviations. In contrast, errors for the PID controller are distributed more widely, within 
the range of 2.4 to 2.7 mm, highlighting the model’s lower accuracy (Fig. 9).
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Fig. 9. Graph 8. Deviation Histogram Comparing Positioning Errors Between AECL Model and 
Traditional PID Controller 

The deviation histogram compares the positioning errors between the AECL model 
and the traditional PID controller for various target positions. The horizontal axis repre-
sents target positions in millimeters, and the vertical axis shows the positioning errors, 
also in millimeters. Observing the graph, it is noticeable that in most target positions, the 
blue bars (AECL model) are significantly lower than the red bars (traditional PID). This 
indicates that the AECL model has smaller positioning errors compared to the traditional 
PID. 

8 Conclusion 

The AECL approach represents a promising direction in autonomous robotics, provid-
ing adaptability, autonomy, and continuous performance improvement. AECL enables 
robots to independently adjust their behavior and make real-time decisions through 
evolution and learning, which is especially important in dynamic environments such 
as space exploration, healthcare, and logistics. The use of reinforcement learning and 
genetic algorithms allows the model to optimize PID controller parameters, ensuring 
high precision and reliability in control. 

The evolutionary process in AECL contributes to the continuous improvement of 
robot performance, enabling them to overcome initial limitations and achieve high lev-
els of efficiency without the need for manual programming. The flexibility and general-
ization capabilities allow controllers to adapt to different tasks and conditions without 
reprogramming, saving time and resources when deploying robots into new domains. 
Additionally, reducing human intervention frees specialists to focus on more complex 
and strategic tasks, improving the overall efficiency of the system. 

Comparison of experimental results demonstrates the superiority of the AECL model 
in real-world conditions, especially in the positioning accuracy of the robotic arm. The 
high level of accuracy and adaptability to changing conditions make AECL the optimal 
choice for industrial and medical applications where reliability and precision are critical.



Autonomous Evolutionary Control Learning 257

References 

1. Gruber, T.R.: Toward principles for the design of ontologies used for knowledge sharing. Int. 
J. Hum Comput Stud. 43(5), 907–928 (1995) 

2. Lim, G.H., Suh, I.H., Suh, H.: Ontology-based unified robot knowledge for service robots 
in indoor environments. IEEE Trans. Syst. Man Cybern. Part A Syst. Hum. 41(2), 305–338 
(2011) 

3. Liu, Y., Liao, S.: Would humans want to work side-by-side with autonomous robots: the effect 
of robot autonomy on perceived usefulness, pp. 671–675. Ease of Use and Desire for Contact, 
ICCIR (2021) 

4. Navarra, A.: Designing distributed algorithms for autonomous robots. In: 23rd International 
Conference on Distributed Comping and Networking, pp. 221–224 (2022) 

5. O’Kane, J.M.: The robotics primer. Auton. Agent. Multi-Agent Syst. 17, 362–365 (2008) 
6. Wong, C., Yang, E., Yan, X.-T., Gu, D.: Autonomous robots for harsh environments: a holistic 

overview of current solutions and ongoing challenges, pp. 213–219 (2018) 
7. Watkins, C.J.C.H., Dayan, P.: Q-learning. Mach. Learn. 8, 279–292 (1992) 
8. Sewak, M.: Deep Q Network (DQN), Double DQN, and dueling DQN: a step towards general 

artificial intelligence. In: Advances in Computer Vision, pp. 95–108 (2019) 
9. Azkarate, M., et al.: Design, testing, and evolution of mars rover testbeds: european space 

agency planetary exploration. IEEE Robot. Autom. Mag. 29(3), 10–23 (2022) 
10. Yim, M., Zhang, Y., Duff, D.: Modular robots. IEEE Spect. vol. 39(2), 30–34 (2002). 
11. Arulkumaran, K., Deisenroth, M.P., Brundage, M., et al.: A brief survey of deep reinforcement 

learning. IEEE Signal Process. Magaz. 34(6), 26–38 (2017) 
12. Mnih, V., Kavukcuoglu, K., Silver, D., et al.: Human-level control through deep reinforcement 

learning. Nature 518, 529–533 (2015) 
13. Sutton, R.S., Barto, A.G.: Reinforcement learning: an introduction. The MIT Press, 

Cambridge, MA (2018) 
14. Konda, V.R., Tsitsiklis, J.N.: On actor-critic algorithms. SIAM J. Control. Optim. 42(4), 

1143–1166 (2003) 
15. Holland, J.: Adaptation in natural and artificial systems, 2nd edn. University of Michigan 

Press, Ann Arbor, MI (1992) 
16. Davidor, Y.: Genetic algorithms and robotics: a heuristic strategy for optimization. World 

Scientific Publishing, Singapore (1991) 
17. Forrest, S.: Genetic algorithms. ACM Comput. Surv. (CSUR) 28(1), 77–80 (1996) 
18. Lambora, A., Gupta K., et al.: Genetic algorithm- a literature review. COMITCon, pp. 380–384 

(2019) 
19. Mirjalili, S., Mirjalili, S.: Genetic algorithm. Evolutionary Algorithms and Neural Networks: 

Theory and Applications, vol. 780. pp. 43–55 (2019) 
20. Katic, D., Vukobratovic, M.: Genetic algorithms in robotics. intelligent control of robotic 

systems. International Series on Microprocessor-Based and Intelligent Systems Engineering, 
vol. 25, pp. 113–131 (2003) 

21. Castillo, O., Trujillo, L., Melin, P.: Multiple objective genetic algorithms for path-planning 
optimization in autonomous mobile robots. Soft. Comput. 11, 269–279 (2007) 

22. Hoffmeister, F., Bäck, T.: Genetic algorithms and evolution strategies: Similarities and dif-
ferences. In: International Conference on Parallel Problem Solving from Nature, vol. 496, 
pp. 455–469 (1990) 

23. Beyer, H.G., Schwefel, H.P.: Evolution strategies – A comprehensive introduction. Nat. 
Comput. 1, 3–52 (2002) 

24. Back, T.: Evolutionary algorithms in theory and practice: evolution strategies, evolutionary 
programming, genetic algorithms. Oxford University Press, New York (1996)



258 P. G. Valdez

25. Koumoutsakos, P., Freund, J., Parekh, D.: Evolution strategies for automatic optimization of 
jet mixing. AIAA J. 39(5), 967–969 (2001) 

26. Wang, D., Tan, D., Liu, L.: Particle swarm optimization algorithm: an overview. Soft. Comput. 
22, 387–408 (2018) 

27. Hereford, J.M., Siebold, M., Nichols, S.: Using the particle swarm optimization algorithm 
for robotic search applications. In: IEEE Swarm Intelligence Symposium, pp. 53–59 (2007) 

28. Bai, Q.: Analysis of particle swarm optimization algorithm. Comput. Inform. Sci. 3(1), 180– 
184 (2010) 

29. Yudong, Z., Shuihua, W., Ji., Genlin: A comprehensive survey on particle swarm optimization 
algorithm and its applications. Math. Probl. Eng. 2015, 1–38 (2015) 

30. Opara, K.R., Arabas, J.: Differential evolution: a survey of theoretical analyses. Swarm Evol. 
Comput. 44, 546–558 (2019) 

31. Das, S., Mullick, S.S., Suganthan, P.N.: Recent advances in differential evolution – an updated 
survey. Swarm Evol. Comput. 27, 1–30 (2016) 

32. Pierezan, J., Freire, R.Z., Weihmann, L., Reynoso-Meza, G., et al.: Static force capability opti-
mization of humanoid robots based on modified self-adaptive differential evolution. Comput. 
Oper. Res. 84, 205–215 (2017) 

33. Gämperle, R., Müller, S.D., Koumoutsakos, P.: A parameter study for differential evolution. 
Adv. Intell. Syst. Fuzzy Syst. Evolut. Comput. 10(10), 293–298 (2002) 

34. Aström, K.J., Hägglund, T.: Advanced PID control. ISA, North Carolina (2005) 
35. Otterlo, M., Wiering M.: Reinforcement learning and markov decision processes. reinforce-

ment learning: state of the art, pp. 3–42 (2012) 
36. Alavizadeh, H., Alavizadeh, H., Jang-Jaccard, J.: Deep Q-learning based reinforcement 

learning approach for network intrusion detection. Computers 11, 41 (2022) 
37. Schulman, J., Wolski, F., Dhariwal, P., et al.: Proximal policy optimization algorithms. arXiv 

preprint. arXiv: 1707.06347 (2017) 
38. Faramarzi, A., Heidarinejad, M., Stephens, B., Mirjalili, S.: Equilibrium optimizer: a novel 

optimization algorithm. Knowl.-Based Syst. 191, 105190 (2020) 
39. Eiben, A.E., Smith, J.E.: Introduction to evolutionary computing. Springer Science & 

Business Media, Amsterdam (2007) 
40. Alzubaidi, L., Zhang, J., Humaidi, A.J., et al.: Review of deep learning: concepts, CNN 

architectures, challenges, applications, future directions. J. Big Data 8(1), 53 (2021) 
41. Thrun, S.: Probabilistic robotics. Commun. ACM 45(3), 52–57 (2002) 
42. Arulkumaran, K., Deisenroth, M.P., Brundage, M., Bharath, A.A.: A brief survey of deep 

reinforcement learning. ieee signal processing magazine, special issue on deep learning for 
image understanding (2017) 

43. Mnih, V., Kavukcuoglu, K., Silver, D., et al.: Human-level control through deep reinforcement 
learning. Nature 518(7540), 529–533 (2015) 

44. Chan, J.: Learn SQL using MySQL in one day and learn it well: SQL for beginners with 
hands-on project. Packt Publishing Ltd. (2024) 

45. Artificial Intelligence for Robotics and Autonomous Systems Applications. Alema-
nia: Springer International Publishing (2023) 

46. Artificial Intelligence, Data Science and Applications: ICAISE’2023, vol. 1. United 
States: Springer Nature Switzerland (2024)



The Probabilistic Characteristics 
of the Amplitude Ratio of Neighboring Symbols 

Coded by the Two-Level APSK Signals 

Oleg Chernoyarov1,2(B) , Kaung Myat San1, Elena Chernoiarova1 , 
Alexandra Salnikova1 , and Maria Kholodova1 

1 National Research University “MPEI”, Krasnokazarmennaya Street 14, 111250 Moscow, 
Russia 

chernoyarovov@mpei.ru 
2 National Research Tomsk State University, Lenin Avenue 36, 634050 Tomsk, Russia 

Abstract. The statistical properties of the logarithm of the amplitude ratio of 
neighboring information symbols coded by the two-level APSK and DAPSK sig-
nals, widely used in various discrete information transmission systems, are investi-
gated. It is shown that the probabilistic properties of this magnitude do not depend 
on the absolute signal and noise levels, but are determined by the signal-to-noise 
ratio only. Expressions for the probability densities of the logarithm of the ampli-
tude ratio for different levels of neighboring symbols are determined, and the 
method for their calculation is developed. A statistical simulation of the operation 
of the APSK signal demodulator confirms the calculated relations. The research 
results can be used to estimate noise immunity and measure the signal-to-noise 
ratio in the working communication channels through which two-level APSK sig-
nals propagate, without interfering with the transmitted signals. In addition, they 
can be used in the development of DAPSK signal demodulators. #CSOC1120. 

Keywords: Amplitude phase shift keyed signal · Neighboring symbol amplitude 
ratio · Coherent demodulator · Quadrature processing · Signal amplitude and 
phase estimation · Quality of a communication channel · Measuring 
signal-to-noise ratio · Statistical simulation 

1 Introduction 

Amplitude phase shift keyed (APSK) signals [1] are widely used in mobile radio com-
munication systems [2], digital television [3] and optical communication lines [4] due 
to their good noise immunity and high speed, but they require both phase locking of the 
demodulator and the control of the received symbol amplitudes. The algorithms for a 
coherent demodulation of the two-level APSK signals are considered in [5, 6] while a 
digital APSK signal demodulator is proposed in [7]. 

Differential phase shift keying (DPSK) [1] does not require phase locking and 
eliminates the phenomenon of “inverse operation”. Additional modulation of the sym-
bol amplitude (ADPSK) increases the speed of information transmission, but, as with
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APSK, the amplitude control of the received symbols remains necessary. Non-coherent 
algorithms for demodulating such signals are considered in [8, 9]. 

Relative encoding of the amplitudes of the neighboring symbols results in differ-
ential amplitude phase shift keying (DAPSK), applied in digital television [10], data 
transmission systems [11–13] and optical communication systems [14]. Digital DAPSK 
signal demodulation is discussed in [15]. 

In [16], the statistical characteristics of the logarithm of the amplitudes of the neigh-
boring information symbols coded by the APSK signal are considered. It is shown there 
that they do not depend on the absolute values of the signal and noise levels, but are 
determined by the signal-to-noise ratio (SNR). Based on it, in [17], there proposed the 
algorithms for measuring SNR in a working communication channel without changes 
in the transmitted APSK signals. 

In this regard, it is appropriate to consider the statistical characteristics of the 
amplitude ratio of the neighboring information symbols coded by the two-level APSK 
signals. 

2 Two-Level APSK Signal 

The element of the two-level APSK signal can be presented as 

skm(t) = Skcos(2π f0t + ψkm + ψ0), (1) 

where Sk is its amplitude that can take the values S1 (at k = 1) or  S2 (at k = 2), and 
S2 = aS1; f0 is the carrying frequency; ψ0 is the initial phase; 

ψkm = 2π akm/Mk (2) 

is the phase determined by the informational signal akm that modulates it and that takes 
one of the possible values 0,1, . . . ,  (Mk − 1); m is the number of the signal phase value 
for the k-th level; M1 and M2 are the numbers of the phase gradations for the amplitudes 
S1 and S2, respectively. Thus, the total number of the signal positions is M = M1 + M2. 

The positions of the APSK signal (symbol) are graphically displayed as a “constel-
lation”. The most common examples for M = 16 [1] are shown in Fig. 1, where the 
dots represent the initial phases of the received symbols while the radius of the circle 
corresponds to their amplitude. Thick lines and the circle with the radius of S0 define the 
boundaries of decision areas. The I and Q axes correspond to the quadrature coordinate 
system. 

The symbol “x” in Fig. 1 denotes either the values of the amplitude S and the signal 
phase ϕ = ψkm of the received information symbol of the APSK signal or the phase 
shift ϕ between the received and the previous symbol in the case of the ADPSK signal. 

The two-level APSK signal constellations are denoted by the expressions (M1 + M2) 
APSK or (M1 + M2) ADPSK (for example, for Fig. 1a one gets M1 = 4 and M2 = 12). 
The symbol amplitude ratio a = S2/S1 for the two-level keying is typically equal to 3 
[1], while smaller values are used for multilevel DAPSK [13]. 

Demodulation of the APSK signal amplitude is carried out by comparing the absolute 
level S of the received symbol with a specified threshold S0, which requires calibration
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Fig. 1. The two-level amplitude phase shift keyed signal “constellations”: a) 4+12APSK; b) 
8+8APSK. 

of the receiving path. In [6], an algorithm for the APSK signal demodulation is proposed 
combined with an estimate of the amplitude of the received symbol by relative compar-
ison of it with the amplitude of the previous symbol. In the case of the DAPSK signals, 
only the ratio of the amplitudes of the received and previous symbols is encoded and 
estimated [13], which greatly simplifies the equipment required. 

In [16], the statistical characteristics of the logarithm of the amplitude ratio of neigh-
boring symbols of PSK and DPSK signals are determined. It is shown that they do not 
depend on the absolute levels of the signal and noise, which makes it possible, for 
example, to estimate the SNR in a working communication channel [17]. 

Thus, it is of interest to determine the probabilistic characteristics of the ratio of the 
amplitudes of neighboring information symbols coded by the two-level APSK signals. 

3 Demodulation Algorithm 

The two-level DAPSK signal demodulator is built according to a quadrature scheme 
based on phase and amplitude detectors [1], its block diagram is shown in Fig. 2. 

The input signal s(t) arrives at the quadrature processing unit (QPU) [1]. In it, by 
the signal sref (t) = Sref cos 2π f0t + ψref from the reference oscillator (RO) with the 
amplitude Sref and the initial phase ψref , with the help of the a 90 degrees phase shifter 
(PS) and using the multipliers and integrators over the interval of the duration of the 
information symbol T, the responses of the quadrature channels y0(t) and y1(t) are 
calculated as follows 

y0(t) = SkSref 
t 

t−T 
cos(2π f0t + ψkm)cos 2π f0t + ψref dt, 

y1(t) = SkSref 
t 

t−T 
cos(2π f0t + ψkm)sin 2π f0t + ψref dt 

. (3)
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Fig. 2. The block diagram of the two-level DAPSK signal demodulator. 

The responses of the quadrature channels arrive at the phase detector (PD), a variant 
of the digital implementation of which is described in [18, 19]. By the signal of the 
clock locking system of the demodulator, it generates the value of the phase difference 
ψkm − ψref for the current symbol at the end of the reception of the input APSK signal 
in the form 

ψkm − ψ = −atan(y1/y0), y0 ≥ 0, 
π − atan(y1/y0), y0 < 0. 

(4) 

The amplitude estimate U of the symbol is calculated in the amplitude detector (AD) 
in the following way 

U = y2 0 + y2 1. (5) 

In (4), (5), y0, y1 are the quadrature response values at the end of the symbol. 
In the subtractor (SUB), from the phase value (4) of the current received symbol, 

the value corresponding to the phase of the previous symbol that arrives from the phase 
delay unit (PDU) for the received symbol duration interval is subtracted. Here, the phase 
shift ϕ is determined for the DPSK signal phase processing channel, which is moved to 
the resolver (RS), as one can see in Fig. 2. 

Similarly, at RS, there are received the amplitude estimates of the previous and 
received symbols that are U1 and U2, respectively. The value U2 arrive from the output 
of the amplitude delay unit (ADU) for the received symbol duration interval. Here, at 
RS, their ratio is calculated: 

Γ = U2/U1 (6) 

and, taking into account the determined phase shift (4), the decision is made about the 
received informational code D of the DAPSK signal [6, 8, 9].
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4 Logarithm of the Amplitude Ratio of Neighboring Symbols 

The ratio of the amplitudes Γ (6) of neighboring symbols at the end of the reception of 
the current symbol coded by PSK or DPSK signals in the absence of interference is 1, 
and its logarithm by any base is equal to zero. In the presence of interferences, random 
fluctuations of these magnitudes occur, whose statistical characteristics are considered 
in [16]. 

In the case of the two-level APSK, ADPSK and DAPSK signals and in the absence 
of interferences, the amplitude ratio Γ (6), in accordance with the condition S2 = aS1 
for the constellations presented in Fig. 1, can take the values 1, a and 1/a. Thus, it is  
appropriate to use the Γ logarithm by the base a in the form 

G = loga(U2/U1). (7) 

In the absence of interference, the value of G (7) can take only three values: –1, 0, 
1, while in the presence of noise, it will randomly fluctuate around these values. 

5 Statistical Characteristics of the Logarithm of the Amplitude 
Ratio of Neighboring Symbols in the Absence of a Signal 

The statistical properties of the magnitude G (7) in the absence of a signal are considered 
in [16]. When the demodulator is exposed to Gaussian noise with zero mean and the 
dispersion σ 2 n , the response sample X of the amplitude estimation channel obeys a 
Rayleigh distribution law with the probability density of the form [1]. 

wn(x) = xexp −x2/2σ 2 n /σ 2 n x ≥ 0. (8) 

According to [20], the probability density un(γ ) of the ratio Γ (6) of random variables 
with the same probability density wn(x) (8) is equal to 

un(γ ) = 
∞ 

0 
xwn(x)wn(γ x) dx, (9) 

and for the probability density fn(g) of the logarithm of the amplitude ratio G (7), one 
thus obtain 

fn(g) = ln(a)agun ag . (10) 

Substituting (8) into (9) and (10) in the presence of noise only results in 

fn(g) = 2a2gln(a)/ 1 + a2g 
2 
. (11) 

It follows from (11) that the probability density fn(g) does not depend on the noise 
dispersion. The graphs for various values of a are shown in Fig. 3a, demonstrating that 
it is even function and the mean value of G (7) is zero while its variance is given by 

σ 2 G = 
∞ 

−∞ 
g2fn(g) dg = π 2/12ln2a. (12)
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Fig. 3. The probability density (a) and the variance (b) of the logarithm of the amplitude ratio of 
neighboring symbols in the absence of a signal. 

Here the curve 1 corresponds to a = 1.5, 2 – to  a = 2, 3 – to  a = 3. 
The dependence of the variance (12) on the parameter a is represented in Fig. 3b by  

the solid line. When a = e, it is equal to π 2/12 = 0.822 (the dashed line in Fig. 3b) 
[16]. 

6 Statistical Characteristics of the Logarithm of the Amplitude 
Ratio of Neighboring Symbols in the Presence of a Signal 

When receiving the additive mixture of a signal (1) and Gaussian noise, the probability 
density of the amplitude values takes the form corresponding to Rice distribution [1]: 

wk (x) = xexp − x2 + S2 k /2σ 2 n I0 xSk /σ 2 n /σ 2 n k = 1, 2 S2 = aS1 (13) 

where I0(x) is the zero-order modified Bessel function. 
Similarly to (9), (10), the probability density of the amplitude ratio (6) of neighboring 

symbols in the presence of a signal is calculated as 

us km(γ ) = 
∞ 

0 
xwk (x)wm(γ x) dx, (14) 

while for the probability density of the logarithm of the amplitude ratio (7), one gets the 
following 

fs km(g) = ln(a)aguskm ag . (15) 

In (14), (15), the numbers k and m take the values 1 or 2, and they mean that the 
amplitude of the current symbol corresponds to the value of Sm, and the previous symbol 
corresponds to the value of Sk . As a result, depending on k and m, there are possible four 
variants of the probability densities of the amplitude ratio (6) and its logarithm (7).
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1. The previous and current symbols have an amplitude corresponding to the level S1 
(the lower level in the constellations in Fig. 1), then it follows from (14) that 

us11(γ ) = 
∞ 

0 
xw1(x)w1(γ x) dx, 

and, taking into account (13), with the change of the variables y = x/σn, one gets 
following 

us 11(γ ) = 
∞ 

0 
γ y3exp − 

1 + γ 2 y2 + 4h2 

2 
I0 γ yh 

√
2 I0 yh 

√
2 dy. (16) 

2. The previous symbol corresponds to the level S1 (the lower level in the constellations 
in Fig. 1), and the current symbol corresponds to the upper level S2, then according 
to (14) one obtains 

us 12(γ ) = 
∞ 

0 
xw1(x)w2(γ x) dx, 

and, taking into account (13), the resulting expression is: 

us 12(γ ) = 
∞ 

0 
γ y3exp − 

1 + γ 2 y2 + 2 1 + a2 h2 

2 
I0 γ yah 

√
2 I0 yh 

√
2 dy. 

(17) 

3. The previous symbol corresponds to the level S2, the current one corresponds to the 
level S1, then, based on (14), one gets 

us 21(γ ) = 
∞ 

0 
xw2(x)w1(γ x) dx, (18) 

and, taking into account (13), the expression (18) can be rewritten as 

us 21(γ ) = 
∞ 

0 
γ y3exp − 

1 + γ 2 y2 + 2 1 + a2 h2 

2 
I0 yah 

√
2 I0 γ yh 

√
2 dy. 

(19) 

4. The previous and current symbols correspond to the level S2, then 

us 22(γ ) = 
∞ 

0 
xw2(x)w2(γ x) dx, 

and, taking into account (13), one comes to: 

us 22(γ ) = 
∞ 

0 
γ y3exp − 

1 + γ 2 y2 + 4a2h2 

2 
I0 γ yah 

√
2 I0 ayh 

√
2 dy. 

(20)
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In the obtained expressions (16–20), the introduced value 

h2 = S2 1 /2σ 2 n (21) 

characterizes the input power SNR corresponding to the lower signal level S1. 
The dependences us km(γ ) obtained by numerical methods according to (16), (17), 

(19) and (20) are shown in Fig. 4a for the case when h2 = 4 (6 dB) and a = 3. The  
curve 1 describes the function us 11(γ ); 2 –  us 12(γ ); 3 –  us 21(γ ); 4 –  us 22(γ ). The  
probability densities fs km(g) are calculated for the same values h2 and a by substituting 
in (15) the corresponding us km(γ ). Their diagrams are shown in Fig. 4b, where curve 1 
corresponds to k = 1, m = 1; 2 – to  k = 1, m = 2; 3 – to  k = 2, m = 1; 4 – to  k = 2, 
m = 2. 

Fig. 4. The probability densities of the amplitude ratio of neighboring symbols (a) and its 
logarithm (b) in the presence of a signal.
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It follows from Fig. 4b that the probability densities fs km(g) of the logarithm of 
the amplitude ratio of neighboring symbols G (7) depend on the amplitude ratio of the 
previous and current symbols. If both of them correspond to the minimum level S1 in 
the constellation, then fs 11(g) is “wider” than the curve fs 22(g) corresponding to the 
maximum level S2, and the maxima of fs 11(g), fs 22(g) occur in the neighborhood of 
the point g = 0. The probability density fs 12(g), in accordance with which the previous 
symbol corresponds to the level S1, and the current symbol corresponds to the higher 
value S2 = aS1, has its maximum in the neighborhood of the point g = logaa = 1 
(the observed shift and the curve asymmetry decrease with the increasing h2), while the 
dependence fs 21(g) has the axial symmetry with respect to fs 12(g) and its maximum 
occurring in the neighborhood of the point g = −1. 

If the value of h2 (21) is large enough, then the Rice distribution can be approximated 
by a Gaussian distribution without any noticeable loss in accuracy. This greatly simplifies 
the calculation of probability densities us km(γ ), fs km(g). 

7 Statistical Simulation 

Statistical simulation of the two-level APSK signal digital demodulator [7, 12] has been 
carried out for the constellations presented in Fig. 1 in the presence of Gaussian noise 
with independent samples. At the end of the reception of the next information symbol, 
first its amplitude is measured, and then the logarithm G (7) of the amplitude ratio of 
the received and previous symbols is determined. 

The sequences of values Gi, where i is the number of the last received symbol, for the 
constellation from Fig. 1b and under an equiprobable choice of amplitude while SNR 
h (21) is high (h = 16 or 24 dB) and low (h = 2 or 6 dB) are shown in Fig. 5a and in 
Fig. 5b, respectively. The probabilities pmn of the pairs of neighboring symbol amplitudes 
are given in Table 1. As it can be seen there, the pairs of symbols with the same and 
different amplitudes appear with an equal probability of 0.5, while the probabilities of 
the amplitude transitions from S1 to S2 (Gi = 1) and vice versa (Gi = −1) are equal 
to 0.25 each (Table 1). If SNR (21) decreases, then the fluctuations of Gi increase and 
depend only on h. 

For the constellation from Fig. 1a, the diagrams appear to be similar, only the pairs 
with the same amplitudes occur more often with the probability of 10/16, and when they 
are with different amplitudes this probability is 6/16 (Table 1). 

Statistical simulation of processing the sequence of information symbols coded by 
the two-level APSK signals (Fig. 1) in a digital demodulator has been carried out [7, 
12]. The results are as follows: the sequences of values Gi, i = 1, L are obtained with 
the sample size of the symbols L = 219 = 5.243 · 105; the histograms of the random 
variables of Gi in the range from –4 to 4 are constructed, with the total of 256 “wells” 
with the step of d = 0.031; and the estimates of the probabilities Pk of the values of Gi 

falling into the k-th “well” are determined, the midpoint (the center) of which is equal 
to 

xk = kd − 4 − d /2.
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Fig. 5. Sequences of values of the logarithm of the amplitude ratio of neighboring symbols at: a) 
h = 16; b)  h = 2. 

Table 1. Probabilities with which the pairs of amplitudes of neighboring symbols occur. 

Constellation p11 p12 p21 p22 

Figure 1a 1/16 3/16 3/16 9/16 

Figure 1b 1/4 1/4 1/4 1/4 

In Fig. 6a, one can see the histogram of the values of the logarithm of the amplitude 
ratio (i.e., the dependences of the probabilities P(x) of the value Gi falling into the 
“well” with the center x = xk ) for the constellation from Fig. 1a at SNR  h = 4 (12 dB). 
Figure 6b shows a similar histogram for the constellation from Fig. 1b. 

The dots in Fig. 6 represent the theoretical dependencies of P(x) of the form 

P(x) = d 
2 

k=1 

2 

m=1 
pkmfs km(x), (22)
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where the probabilities pkm and probability densities fs km(x) are determined based on 
Table 1 and (15), respectively, taking into account (16), (17), (19) and (20). From here, 
it is obvious that the simulation and calculation results coincide very well. 

Fig. 6. The histograms of the values of the logarithm of the amplitude ratio of neighboring symbols 
for the constellation presented in: a) Fig. 1a; b) Fig. 1b. 

Three “lobes” with the average values –1, 0 and 1 can be traced on these histograms. 
Their shape depends only on the constellation (its type and the parameter a = S2/S1) 
and SNR h (21), but it does not depend on the absolute signal levels and interference. 
The histogram in Fig. 6a demonstrates the lower levels of the “lobes” with the centers – 
1 and 1, since, for the constellation from Fig. 1a, the probability of the appearance of 
neighboring symbols with the same amplitudes is higher than that for the constellation 
from Fig. 1b (Table 1). The boundaries between the “lobes” are ±0.5 and do not depend 
on anything.
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In Fig. 7a and 7b, there are the histograms of the values of the logarithm of the 
amplitude ratio of neighboring symbols (the bars) and the corresponding theoretical 
dependences (22) of the probability P(x) (the dots) for the constellation from Fig. 1b 
with SNR h = 2 (6 dB) and h = 8 (18 dB), respectively. The dashed lines here represent 
the probabilities Pn(x) in the absence of a signal obtained similarly to (22) using  the  
probability density (11) instead of (15). 

Fig. 7. The histograms of the values of the logarithm of the amplitude ratio of neighboring symbols 
for the constellation presented in Fig. 1b at:  a)  h = 2; b)  h = 8. 

As it can be seen in Fig. 7a, a decrease in SNR leads to the expansion and overlapping 
of the “lobes”, but they merge at h = 0, forming a dashed line corresponding to the 
absence of a signal. On the contrary, with an increase in SNR up to h = 8 (Fig. 7b), 
there occurs a sharp differentiation of the “lobes” in the histogram. 

Thus, the results of calculation and statistical simulation indicate that the probabilistic 
characteristics of the logarithm of the amplitude ratio of neighboring symbols G (7) in the
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case of the two-level APSK or ADPSK signals depend only on the type of constellation 
and SNR. The boundaries between the “lobes” are fixed and equal to ±0.5, while with 
an increasing SNR, the “lobes” become narrower and the variance of fluctuations of G 
decreases. 

The shape of the histogram allows distinguishing the type of constellation and deter-
mining SNR by means of statistical methods. The logarithm of the amplitude ratio of 
neighboring symbols can be used for demodulating DAPSK signals. 

8 Conclusion 

The probabilistic characteristics of the logarithm of the amplitude ratio of neighboring 
information symbols in the case of the two-level APSK signals have been considered. 
Expressions for their probability densities are obtained, proving that the probabilistic 
properties under consideration depend on the type of constellation while SNR do not 
depend on the absolute levels of the signal and interference. By means of statistical 
simulation of the APSK signal demodulator, the histograms of the values of this logarithm 
have been obtained for various SNR ratios. The simulation results appear to be in good 
agreement with the corresponding calculation results. It is demonstrated that, in the 
absence of a signal, the probability distribution does not depend on anything and it has 
the form of a single-modal function. One can also see that, in the presence of a signal, this 
distribution takes on a form consisting of a central and two side “lobes” with the centers 
with the values 0, –1 and 1, respectively, whose width de-creases with an increasing 
SNR. 

The results obtained indicate the possibility of estimating the quality of a working 
APSK communication channel and measuring SNR without interfering with the trans-
mitted signals. They can be used for identifying the properties of the received signals 
using statistical methods, as well as for demodulating DAPSK signals. 
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Abstract. Classical quarter-wave segments of UHF microstrip transmission lines 
are characterized by significant dimensions. To reduce them, the segments are 
replaced by the modified stubs, implemented based on typical topologies. The 
aim of the paper is to compare the frequency characteristics and efficiency of three 
topologies used in modified stubs with the same wave resistances and substrates, 
provided that they operate at the same frequency. With the use of electrodynamic 
modeling, the frequency properties of the modified microstrip stubs based on T-
and U-shaped sections are optimized and studied. The optimization consists in 
providing a 50- wave resistance and a minimum reflection coefficient at the 
operating frequency. The dimensions of the optimized modified stubs are intro-
duced. The amplitude- and phase-frequency characteristics of the generated stubs 
are presented and compared. It is confirmed that the requirements for broadband-
ness and the greatest size minimization contradict with each other. It is established 
that the optimized stubs can have a length that is 23–42% less than a quarter-wave 
segment. In this case, the relative pass band of the stub narrows to 30–90%. The 
results obtained indicate the possibility of using such stubs to minimize the size 
of a number of microwave devices and allow making a reasonable choice of a 
specific topology. #CSOC1120. 

Keywords: Band pass · Microstrip stub · Minimization · Topology · 
Modification · P-section · T-section 

1 Introduction 

Microstrip devices in the UHF range, implemented on quarter-wave segments, are char-
acterized by significant overall dimensions [1, 2]. There is a need to modify the quarter-
wave segments in terms of reducing their dimensional parameters while maintaining 
their functionality. In practice, various approaches are used for these purposes, but very 
often stubs are implemented based on T- and U-shaped sections [3, 4]. Due to the use of 
modified stub structures, a significant reduction in the area occupied by the microstrip 
topology is achieved, however, the operating frequency band of the microstrip device 
is also significantly reduced [1, 2]. Reducing the operating frequency band is a kind of 
price for reducing the overall dimensions of the topology.
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There is very little information in the scientific literature regarding the comparison 
of the indicators of the frequency characteristics of microstrip devices, the stubs of 
which are implemented on the basis of T- and U-shaped sections in the case of the same 
frequencies, wave resistances and substrate materials. 

The purpose of this paper is to comparatively analyze the frequency characteristics 
of typical modified topologies of stub microstrip devices based on T- and U-shaped 
sections and their key indicators. 

2 Research Methods, Frequency and Implementation 
of the Quarter-Wave Stub Topologies 

For a comparative analysis of the modified microstrip stubs, a frequency of 1 GHz is 
taken, and an FR-4 substrate with a thickness of 1 mm, a declared dielectric constant of 
4.37 and a loss tangent of 0.022 is chosen as a screened dielectric base. 

Three typical microstrip topologies are selected for the study: the ones composed 
of the T-shaped classical and symmetrical sections, based on interdigital capacitors, and 
the U-shaped asymmetric topology. The use of stubs based on T- and U-shaped sections, 
equivalent to quarter-wave segments, is most justified, in the case when the internal 
space of the topology of the device formed by stubs is not used, as, for example, in stub 
directional couplers [4, 5]. In this regard, it is assumed that the size of the vertical parts 
of the sections is also limited for reasons of their use in bridge topologies. 

Electrodynamic modeling and parametric optimization are carried out by an eval-
uation version of the CAD “Advanced Design System”. The geometry of each of the 
selected topologies is preliminarily calculated in terms of the common analytical and 
empirical relationships, with its further optimization. Its dimensions are chosen in such 
a way that, provided the wave resistance is 50 ohms, the stub are to be characterized 
by a reflection coefficient no more than “minus” 25 dB at an operating frequency. The 
overall dimensions of the optimized modified stubs are to be compared with the classical 
quarter-wave segment, which has the length of 41.5 mm at the frequency of 1 GHz. 

3 Research Results and Discussion 

In Fig. 1, one can see the optimized topology of the stub equivalent to a quarter-wave 
segment and implemented based on the classical T-section with a vertical part in the 
form of an integral segment of a microstrip line. 

The results of electrodynamic modeling indicate that the stub at a frequency of 1 GHz 
has a wave resistance of 50 ohms and a signal phase shift between the ports of “minus” 
90° (Fig. 2a). The relative frequency band, determined by the reflection coefficient and 
the “minus” 20 dB level, is 40%. In Fig. 2b, the specified frequency band is highlighted 
as a shaded rectangle. At the central frequency of 1 GHz of the pass band, the reflection 
coefficient S11 of the microstrip stub is “minus” 36 dB (Fig. 2b).
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Fig. 1. The optimized microstrip topology based on the classical T-section 

Thus, the replacement of a quarter-wave segment with the stub based on the classical 
T-shaped section makes it possible to reduce the length of the stub by 29%, while the 
bandwidth is then reduced to 40%. 

The stub microstrip T-shaped configuration, which is symmetrical not only in the 
horizontal but also in the vertical plane, has similar characteristics and indicators. The 
method for calculating the geometry of a symmetrical T-section is presented in [6], 
according to which the required values of capacitance and inductance at the center 
frequency are calculated, which then makes it possible to arrange the transition to a 
planar design based on the conversion formulas [7]. The final geometry of the device is 
corrected by means of CAD optimization, allowing taking into account the contribution 
of various types of parasitic capacitances present in such structures [8]. 

In Fig. 3, the optimized topology of such a stub is shown for the case of the mini-
mum reflection coefficient at the frequency of 1 GHz and the wave resistance of 50 ohms. 
Figure 4a demonstrates the change in the wave resistance and the phase-frequency char-
acteristic of the transmission coefficient within the bandwidth from 0.5 to 1.5 GHz 
obtained during the modeling. At the frequency of 1 GHz, these values are close to ideal 
values. The relative bandwidth reaches 39% under 20 dB of the reflection coefficient 
(Fig. 4b), which is comparable with the frequency indicators of the classical topology 
presented in Fig. 1. At 1 GHz, the reflection coefficient S11 is also equal to “minus” 
36 dB. The use of a symmetrical T-section for the implementation of a 50- stub makes 
it possible to reduce the dimensions of the microstrip quarter-wave segment by 25%. In 
this case, the pass band is 39%. 

A feature of the stub based on a T-shaped section with the topology shown in Fig. 5 
is the implementation of the vertical part using an interdigital capacitor [9, 10]. In [11], 
a technique for designing interdigital structures based on the empirical expression pro-
posed in [12] is described, which makes it possible to calculate the required dimensions 
of a multi-section pin topology.
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Fig. 2. Frequency characteristics of the stub based on the classical T-shaped section: a) wave 
impedance and phase shift; b) reflection and transmission coefficients 

The change in the wave resistance value with respect to the frequency and the phase 
characteristic of the transmission coefficient of the optimized T-section-based stub with 
a vertical part in the form of the interdigital structure are shown in Fig. 6a. In Fig. 6b, 
one can see the amplitude-frequency characteristics of the reflection coefficient S11 and 
the transmission coefficient S21. . The operating frequency band of the T-section-based 
stub with a vertical part in the form of the interdigital capacitor, estimated by the level 
of the reflection coefficient equal to “minus” 20 dB, is about 30% (Fig. 6b).



Comparative Analysis of the Characteristics of the Modified Microstrip Stubs 277

Fig. 3. The optimized microstrip topology based on the symmetrical T-section 

Fig. 4. Frequency characteristics of the stub designed as a symmetrical T-section: a) wave 
impedance and phase shift; b) reflection and transmission coefficients
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Fig. 5. The optimized T-section-based microstrip topology with a vertical part in the form of a 
interdigital capacitor 

The reflection coefficient S11 at the 1 GHz center frequency of the bandwidth is 
“minus” 31.5 dB. The optimized T-stub topology with a vertical part in the form of the 
interdigital structure, having a relative pass band of 30%, provides a 42% smaller overall 
size compared to the quarter-wave segment. 

In Fig. 7, one of the varieties of the U-section-based stub is depicted, optimized for 
the frequency of 1 GHz. It should be noted that the overall dimensions of the optimized 
stub get slightly increased in comparison with the topologies shown in Figs. 1 and 3. In  
addition, in some cases, such a configuration of the stub may be unacceptable, since it 
will not allow the use of the internal area enclosed between the quarter-wave segments 
of the microstrip bridge device. 

The optimized topology of the microstrip stub based on the U-shaped section with 
two high-resistance segments is shown in Fig. 8. A noticeable expansion of the operating 
frequency band in relation to the already considered variants of the modified stubs is 
due to better matching (Fig. 8a). The relative frequency band at the level of 20 dB of the 
reflection coefficient reaches 90% (Fig. 8b). 

The reflection coefficient S11 at the 1 GHz center frequency of the bandwidth is 
“minus” 41.5 dB. The use of an optimized U-shaped topology with two high-resistance 
segments in the implementation of the stub makes it possible to reduce the overall 
dimensions of the equivalent quarter-wave segment by 23%, while the relative operating 
frequency band is 90%.
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Fig. 6. The frequency characteristics of the stub based on a T-section with a vertical part in the 
form of the interdigital structure: a) wave impedance and phase shift; b) reflection and transmission 
coefficients
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Fig. 7. The optimized topology of the microstrip U-section-based stub with two high-resistance 
sections 

Fig. 8. Frequency characteristics of the stub based on the U-shaped section with two high-
resistance segments: a) wave impedance and phase shift; b) reflection and transmission coefficients
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4 Conclusion 

A comparative analysis of the frequency characteristics of the typical topologies of stub 
microstrip devices based on T- and U-shaped sections and their key indicators is per-
formed. It is confirmed that topologies based on T- and U-shaped sections, optimized 
according to the criterion of the minimum reflection coefficient at the operating fre-
quency, can reduce the length of stubs by 23–42% compared to a quarter-wave segment. 
In this case, the relative pass band of the modified stub is narrowed to 30–90%. An 
U-section-based stub with two high-resistance segments has the largest bandwidth with 
a reduction in size by 23%. It is shown that such a topology has design limitations in the 
implementation of bridge devices. The best dimensions are presented by the T-shaped 
stub topology with a vertical part in the form of the interdigital structure (42%) with a 
relative band pass of 30%. 

The results obtained indicate that the considered stub structures can be used to 
minimize a number of microwave devices based on quarter-wave segments. 

Acknowledgements. This research was financially supported by the Russian Science Foundation 
(research project No. 24-21-20034). 

References 

1. Letavin, D.A.: Methodology for structural synthesis of UHF stub bridges with reduced overall 
dimensions. Ural Federal University, Ekaterinburg (2021) 

2. Shchetinin, N.N.: Microstrip directional couplers with modified topology and diagrammatic 
circuits based on them. Voronezh State Technical University, Voronezh (2019) 

3. Letavin, D.A.: Miniature constructions of microstrip couplers. Izvestia Samara Sci. Center 
Russian Acad. Sci. 18(2), 917–921 (2016) 

4. Ostankov, A.V., Shchetinin, N.N.: UHF and SHF micro-strip directional couplers. 
Radiostrornie 5, 1–37 (2017) 

5. Letavin, D.A.: Miniaturization of quadrature stub directional couplers. J. Radio Electron. 2, 
1–22 (2021) 

6. Pozar, D.M.: Microwave engineering. Wiley, New York (2004) 
7. Fusco, V.F.: Microwave circuits: analysis and computer-aided design. Prentice-Hall, Hoboken 

(1986) 
8. Ostankov, A.V.: Electrodynamic models of resonant comb structures for the analysis and syn-

thesis of highly efficient diffraction antennas. Voronezh State Technical University, Voronezh 
(2011) 

9. Belyaev, B.A., Serzhantov, A.M., Bal’va, Y.F., Leksikov, A.A., Galeev, R.G.: A new design of 
a miniature filter on microstrip resonators with an interdigital structure of conductors. Techn. 
Phys. Let. 41(5), 504–507 (2015) 

10. Ostankov, A.V., Kostrova, V.N., Shchetinin, N.N., Razinkin, K.A.: Modifications of direc-
tional couplers with small-sized circuits of non-standard configuration. Radiotekhnika 84(6), 
49–57 (2020) 

11. Ostankov, A.V., Shchetinin, N.N., Dachian, S.: Methodology of designing micro-strip direc-
tional couplers on interdigital structures. Bull. Voronezh State Techn. Univ. 16(4), 70–75 
(2020)



282 A. Ostankov et al.

12. Shchetinin, N.N., Ostankov, A.V.: Mel’nik, V.A.: planar element implementation of a 
microstrip topology on specified capacity in the equivalent circuit. In: XXV International 
Scientific and Technical Conference “Radar. Navigation, Communications”, RLNC, vol. 6, 
pp. 50–55. Publishing House of Voronezh State University, Voronezh (2019)



WELLENEST – An Innovative, Secured, 
Administrative, and User-Friendly Hospital 

Management System 

Riya Mude, Anushka Hegade, Madhura Aher, Mayank Verma, 
and Sudhanshu Gonge(B) 

Department of Computer Science and Engineering, Symbiosis Institute of Technology, 
Symbiosis International (Deemed University), Pune, India 

sudhanshu.gonge@sitpune.edu.in 

Abstract. Hospital Management System (HMS) is a software, as per the name 
itself designed to enable hospitals and other health institutions to manage their 
day-to-day operations. A healthcare organization administers medical, hospital, or 
insurance to various patients for complete health management. The system assists 
not only in patient registration but also in supporting other processes related to 
the overall functioning of a healthcare institution like communication between 
patients & doctors among many departments etc. This system commonly incor-
porates the following: Appointment scheduling, Medical records management, 
including PMS/HIS/Billing System module, and Inventory control. Our system 
works on problems encountered by hospitals like cutting administrative burdens, 
and decreasing errors and patient data breaches while at the same time helping 
resource pooling. Our customers are our priority; we provide real-time patient 
data and workflow optimization. HMS helps healthcare providers deliver time-
sensitive, appropriate medical care. We track Clinic-based services and overnight 
care, monitor bed availability, laboratory tests, medical testing, etc. besides the 
staff schedule management at our system The Hospital management system gets 
integrated with Electronic Health Records (EHR) so that the patient’s data is stored 
centrally and secured but still easily accessible wherever required. Its core ele-
ments are intuitive design and modular architecture, which allows the HMS to be 
built with a minimal feature set optimized over a range of healthcare setups from 
small clinics to large hospitals. By making use of the HMS, it provides proper 
operational efficiency which will result in improved patient satisfaction and better 
healthcare outcomes. 

Keywords: Hospital Management System (HMS) · Clinic-based services · 
Electronic Health Records (EHR) · Workflow optimization · Resource pooling · 
Laboratory tests tracking · Error reduction · Centralized data storage · 
Appointment scheduling · Billing system
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1 Introduction 

The increase in quality patient care and complicated administrative processes that health-
care is struggling with today, we require an efficient framework for hospital management. 
But it can take time, often a very long time and the traditional engineering process is slow, 
error-prone, and introduces extra overhead which all gets in the way of patient care. In 
recent years, the Hospital Management Systems (HMS) seemed particularly appealing 
as an area where organizations could realize greater effectiveness and efficiency. 

Sagely, HMS is a combination of both your practice and its accompanying software, 
that deals with almost everything you can be concerned about registration & appoint-
ment, records delivery (that GPRS!), array billings, etc. It is, therefore essential to step 
back and think again in terms of how solution architectures have evolved such that even 
the smallest/biggest hospitals can review their processing needs dynamically as well as 
choose/upgrade technology deployments flexible enough to allow long-term growth yet 
adapt comfortably over time not just for financial betterment but also driven by rules 
supporting on-going changes in healthcare practice. We start with a short conceptual 
review of hospital-owned platforms HMS, from innovation to implementation in hos-
pitals, and then we discuss how this technology may influence different areas of the 
typically exclusionary perimeter of responsible patient care. 

HMS also protects patient privacy and ensures data confidentiality, following pro-
tocols such as HIPAA & GDPR with actions like encrypting relevant information or 
managing access. Thus, newer HMS platforms are smartly designed to provide the flex-
ibility and scalability for hospitals of all sizes to be able to modify these on the fly while 
supporting long-term future growth meeting continued regulations driving changes in 
healthcare enterprise practice- over time. We first provide a short overview of HMS 
from the perspective of internal stakeholders especially in hospitals before our detailed 
discussion on how this could impact several hospital operations and eventually patient 
care. 

2 Literature Survey 

Hospital Management Systems is a beautiful field since it embraces many advances in 
automating managerial activities, maximizing productivity, and reducing errors. Stud-
ies show that HMS can help streamline workflows by facilitating patient registration, 
appointment scheduling, and medical record management. Studies also point to the 
need for security measures such as data encryption and access controls, which safeguard 
patient information from unauthorized users while meeting regulatory requirements. In 
addition, it is important to consider the user-friendly interface and customization that 
were recognized as vital conditions for successful HMS deployment and utilization. 

Smith et al. Similar to this, in 2012 (Tweddell et al.) demonstrated hospital efficien-
cies made possible by HMS replacing manual data entry. Their studies also showed that 
HMS greatly cut down manual work and administrative errors by automating functions 
such as for example patient scheduling, medical record management etc. According 
to the research, hospitals using HMS improved their operations -this made making of 
appointments and billing procedures faster while also freeing up staff hours for patient 
care rather than administrative functions [1].
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Future trends in HMS were recently explored by Miller and Davis (2022), putting 
the spotlight on cloud-based solutions, along with interoperability. In their research, 
they prove that cloud-based deployment of HMS could bring in efficiently scalable and 
flexible software architecture to this highly challenging domain as well as underline the 
significance for rolling out standardized data exchange protocols for enabling seamless 
integration between diverse healthcare silos [2]. 

In a similar vein, additionally conveying this focus Kumar and Singh (2014) studied 
the effect of HMS on hospital management processes efficiency. The researchers exam-
ined HMS implementation as it impacts several administrative functions, such as patient 
management, inventory control, and billing systems. The other benefits they identified 
were more efficient resource management, better data accuracy, and hence lower overall 
operational costs as a result of the use of HMS. Their study substantiates HMS as a 
technological solution to change the face of hospital management, Kumar and Singh 
highlighted [3]. 

HMS working has an important part of Data management Brown et al. In this paper, 
we use the term HMS to refer specifically only to data pooling, storage, and reporting 
mechanisms [7] (2019). Their research indicated that the HMS can consolidate patient 
data and offer more powerful reporting tools for performance evaluation as well as 
strategic decision-making [4]. 

Bardhan and Thouin (2013) extend on this work by studying HMS characteristics 
that affect patient satisfaction. Online appointment scheduling and E-prescriptions, for 
instance, improve consumer experiences. By using these functionalities, HMS systems 
cater to the needs of patients for both convenience as well as effectiveness leading their 
satisfaction towards the health services [5]. 

Mishra and Pandey (2019) studied the challenges technical & managerial faced 
while implementing a HMS. According to their requirements System Integration & 
Data Migration related problems were common. The authors stress that HMS requires 
high-quality, comprehensive planning and support if these challenges are to be met with 
success [6]. 

Data management and sanctity are an integral part of HMS Gartner et al. In its 
application in management of healthcare data to produce a statistically significant report 
was investigated. According to Michael et al., their study demonstrates a properly con-
structed HMS that helps in centralizing patient and administrative data enabling analysis 
of greater details as well reporting [7]. 

2.1 Proposed Work 

This work aims to develop a new robust HMS which could circumvent the issues faced 
by both health organizations and patients. To this end, you will work on patient regis-
tration and appointment scheduling features in addition to managing a medical record 
system and billing schedule. We will not overlook the non-functional requirements; Per-
formance, security and usability. The HMS will also feature easy integration with the 
existing healthcare IT landscape in hospitals, and scalability to meet future needs of 
our customers. This system will reduce the back office burden and ensure that patients 
receive quality healthcare services without compromising patient information [7].
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Abbreviations and Acronyms 
Several times in the context of HMS, HMS terminologies, and healthcare technology 
so many abbreviations are commonly used for different purposes with short meanings 
that a common man cannot understand easily. A Hospital Management System, HMS 
is a software solution to handle many hospital operations such as appointment billings 
and patient registration. An Electronic Health Record, or EHR refers to a digital system 
for keeping patient health data in one space across various facilities. EMR (Electronic 
Medical Record) - Used in a single healthcare facility and is the digital equivalent of 
your physical patient chart [8, 9]. 

Important: HIPAA (Health Insurance Portability and Accountability Act) is a federal 
law in the USA that governs standards for securing patient health information. Summa-
ryHL7 (Health Level Seven International) is a standard for exchanging electronic health 
information to support interoperability. HIT (Health Information Technology): defini-
tion of the technology used for management and analysis of health information. UAT 
(User Acceptance Testing) is software testing performed by the end users immediately 
before accepting the system for live use. An API (Application Programming Interface) 
is an interface that enables software applications to communicate with one another and 
exchange data [10, 11]. 

2.2 Methods 

The development of a Hospital Management System (HMS) involves several steps. 
Collecting requirements- Interviews and surveys aimed at understanding the needs of 
Healthcare Professionals. Then move on to system design, focusing on the front-end 
UI and how well it would fit into their workflow. Ongoing: in this phase, the actual 
software development process is carried out where all core functionalities, i.e. patient 
Registration & appointment Scheduling and Medical record Management, etc., are coded 
and built into a (Testable version of) Software, This process includes lots of testing like 
unit, integration and UAT(User Acceptance Testing) to provide a stable system. Then the 
model will train on this data and get deployed in a user-trained-based system, followed 
by regular monitoring fixes updates [12]. 

2.3 Methodology 

Methodology for Hospital Management System HMS Development comprises of num-
ber structured phases so as to develop end-to-end procedure-based system which ensures 
that developed systems are in line with the functional as well as non-functional require-
ments. It starts with Requirement Analysis where interviews are conducted & ques-
tionnaires and document reviews of the hospital staff to understand their needs as well 
as what sort of challenges they face daily while managing patient details, scheduling 
appointments, or taking care of billing. The phase helps in defining the key functionalities 
of HMS and its deep understanding user requirements [13].
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2.4 Ease of Us 

For and increasing burden on administrative processes further makes it an essential 
component along with other aspects related to any hospital. Employing these methods 
is inefficient, error-prone, and time-consuming - the opposite of what patients deserve. 
In this regard, the Hospital Management Systems (HMS) have proven to be a critical 
technology that has helped ease operations and make healthcare services more accurate 
in healthcare institutions [14]. 

Additionally, HMS secures and safeguards patient data in adherence with guide-
lines like HIPAA or GDPR through functions such as encryption of information and 
control over access. Modern HMS solutions are designed with the flexibility and scala-
bility to allow hospitals of all sizes to adjust these needs (and technology deployments) 
dynamically, support long-term growth as well regulations supporting ongoing changes 
in healthcare practice over time. We provide a brief summary of the development and 
implementation of HMS in hospitals, followed by an extensive discussion on how it may 
impact various hospital operations including patient care. 

Major must also have accessibility. HMS must be capable of all types of devices 
(Desktop, Tablet, and Mobile) to access the system from anywhere. Personalization 
options and instant access shortcuts to commonly used functions only improve user 
experience. Ease-of-use in HMS design is directly proportional to operational efficiency 
which helps healthcare staff to concentrate more on patient care and less on the rest [15]. 

This figure provides the flowchart of implemented modules in current healthcare sys-
tem to get efficient productivity. This indicates the ongoing problems of old systems for 
limited security, data duplication and outdated processes. So, they introduced a Security 
Module, Data Deduplication Module and Automation module to handle these aspects. 
The security enhancing features, data reduction mechanisms and efficient modulating 
techniques which are in this module provide a much more robust Healthcare Manage-
ment System that ensures the privacy of patients is guaranteed, errors due to redundant 
patient information or lost records is eliminated from document management processes 
(Figs. 1 and 2). 

The flowchart of the hospital management system starts with patient registration also 
where mandatory personal details are gathered. Upon registration, a patient’s medical 
history is gathered—information about the past illnesses and surgeries of that particular 
patient or details regarding any therapy currently going on or allergic reactions alongside 
their related notes. The next step is to decide if the patient has an emergency situation. In 
emergency cases, the patient is treated immediately. Assuming this is not life-threatening, 
the patient proceeds to make an appointment. At the appointment, the doctor takes a 
patient history and assesses current symptoms, possibly doing lab tests to investigate 
further. Considering your consult and results of diagnostic test doctor diagnoses you for 
the problem, opt a treatment accordingly medicine therapy lifestyle change or further 
tests are incorporated.
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Fig. 1. Healthcare Management System 

3 Result and Discussion 

The effectiveness of a Hospital Management System (HMS) greatly depends on its ease 
of use, which directly affects its adoption and day-to-day functionality in healthcare 
settings. A critical aspect of a successful HMS is a user-friendly interface that allows 
both medical professionals and administrative staff to perform their tasks efficiently 
without requiring extensive training. A well-designed HMS should feature an intuitive 
layout, with clear navigation menus, recognizable icons, and straightforward prompts 
that help users accomplish their tasks smoothly. 

The system’s interface should be logically structured to align with the typical work-
flows of hospital staff. Essential features, such as patient registration, appointment 
scheduling, and medical record management, should be easily accessible and organized 
in a way that mirrors the users’ natural work processes. This organization reduces the 
time and effort needed for staff to perform their duties, thereby minimizing errors and 
improving operational efficiency. 

Another important consideration is the accessibility of the HMS. The system should 
be compatible with a variety of devices, including desktops, tablets, and smartphones, 
to support different working environments and ensure that users can access the system 
as needed from various locations. Furthermore, providing features like quick access 
to frequently used functions and allowing for customizable user settings can further 
improve the user experience and operational efficiency.
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Fig. 2. Patient Registration 

In summary, a focus on ease of use in the design of an HMS can lead to more effective 
hospital operations and better patient care. A well-designed HMS simplifies administra-
tive tasks, supports various devices for flexible access, and offers customization options, 
all of which contribute to a more efficient and satisfactory healthcare delivery process. 

The first phase in the development process of the Hospital Management System 
(HMS) was the creation of wireframes and prototypes with high-level detailing that 
was achieved using Figma. It was based on these designs that the UI, which included 
functions like patient registration & scheduling an appointment with a doctor/therapist 
to handling medical records and billing, were easily integrated within the system. 

Once we designed it was time to code. This was a stage that meant coding the 
functionalities into our system as displayed in prototypes. The coding of the essential 
modules for HMS and their integration as a single system was done in this development.
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The system was continuously tested and updated to keep its performance, and reliability 
but also secure it with a final touch making an integrated HMS ready for deployment in 
no time (Figs. 3 and 4). 

Fig. 3. Home page of doctor portal 

Fig. 4. The code structure behind the user intereface of home page 

Another feature is appointment scheduling, which allows patients to choose doctors 
according to their names and departments, indicate the required dates and times, and 
leave an email for confirmation. Many systems include this feature in the system that 
streamlines online booking while increasing patient’s reach to healthcare providers and
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providers’ reach to patients. Generally, a specialist’s name, department, and date or time 
parameters are set. This is usually a patient’s email. It is on the homepage where most 
functionalities are listed and easily accessible to all (Figs. 5, 6 and 7). 

Fig. 5. About us 

Fig. 6. Book an appointment 

Functions such as patient records, scheduling appointments, staff management, and 
resource allocation are some of the frequently used features that are easily accessible 
on the landing page. It is created with a user-friendly interface factored in to entrench 
administrative duties as well as enhance communication among the healthcare workers 
benefiting the patients in the long run (Fig. 8).
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Fig. 7. The code structure behind the user interface of appointment page 

Fig. 8. Our Services 

The above is an example of a Wellnest web page, which details their services. This 
includes Child Care, Personal Care Services, Healthcare at home and post discharge 
services that include but does not limited to long hours of care with outcome compati-
bility. A summary is included for each service stating the provider offers solutions with 
highly trained physicians, use of cutting-edge technology and close partnership between 
diagnostic consultation and treatment (Figs. 9 and 10). 

This layout looks like a web page for healthcare service provider. This section show-
cases the services and team of doctors with images. The copy proclaims patient care to be 
the provider’s Nexxitino, and goes on cite reasons for selecting this medical Boulevard
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Fig. 9. Our Doctors 

Fig. 10. Our Services 

such as whole health offerings, personalized concierge service and heartfelt collabora-
tion. Additionally, on the layout are modules specific to a specialty or services offered 
by that organization. 

4 Conclusion 

In Conclusion, an Efficient Hospital Management System(HMS) provides good work-
ability and patient care within the hospital. It will have easier-to-use interfaces, more 
natural navigation, and a high level of automation which will be less work intensive, 
speeding up the workflow. Prioritize user-friendliness, robust security, and access con-
trol to enable clinicians to provide optimal quality of care and easily maneuver the 
hospital’s system and data resources. Thus, when the mentioned aspects are integrated 
as part of an HMS’s design and build, healthcare providers will strive to achieve better
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clinical outcomes and perform well financially. In addition, the research also considers 
that non-functional requirements such as system performance, security, and usability 
are important. A good HMS should be scalable to accommodate large transaction vol-
umes and protect sensitive patient data by encrypting the information and controlling 
access in a secure environment while also providing an intuitive selection for medical 
staff (and administrative) with minimal actions necessary during navigation. The study 
should give emphasis to the non-functional requirements including system performance, 
security, and usability. One that can handle thousands of transactions a second, encrypt 
all patient data end-to-end, and set access controls for different users is worth its weight 
in gold when it also provides an intuitive interface to streamline healthcare workflow 
and allows everyone from doctors to managers to get their work done as quickly. 

This adaptability of the HMS to any device existing on a hospital fits into play with 
this role in contributing towards long-term scale and evolution of healthcare technology. 
It is important to train users effectively and tailor the system in order to take full advantage 
of all that an HMS has to offer. 
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Abstract. ARP attacks are a type of attack targeting LANs in which an attacker 
sends spoofed ARP packets to associate its MAC address with the IP address 
of a legitimate device. Thus, inside a network, an attacker can perform various 
malicious actions, such as executing DDoS attacks or redirecting traffic to another 
network to intercept and analyze information. This systematic review analyzes 
the results of different mitigation methods for ARP attacks. The analysis begins 
with the use of the PICOC (population, intervention, comparison, outcomes and 
context) research tool, which is useful for diagnosing, optimizing treatments and 
the search for evidence. In this case, it is used to design a systematic search 
strategy. The inclusion and exclusion criteria were applied to refine the search. 
The results of the analysis showed that the method based on the DNN (Deep 
Neural Network) model had the shortest detection time (0.0000607 s) and 100% 
effectiveness in identifying ARP attacks. It was also evident that most of the tests 
were performed in virtual environments, using Deep Learning tools such as CNN 
(Convolutional Neural Network), ANN (Artificial Neural Network) and in SDN 
(Software-Defined Network) environments. In addition, the use of Port Security, 
ARPwatch, and ARPon contributed to the mitigation of these attacks, although less 
effectively. Finally, general studies and forensic analysis on ARP attack mitigation 
were conducted, providing a standard for dealing with this type of threat. It was 
concluded that deep learning-based methods, particularly those implemented in 
Python, are the most promising. It is recommended to deepen the evolution of 
automatic MAC address assignments to improve network security. 

Keywords: ARP attacks · Attack mitigation · Working methods · Evaluation · 
local area network 

1 Introduction 

Today, computer networks have robust infrastructures in terms of security, connectivity, 
and availability in the field of telecommunications, allowing data exchange from any 
device connected to the Internet. This has provided multiple advantages, such as effi-
cient communication, resource sharing, and remote access, among others [1]. However, 
cyberattacks on communication networks have also increased in the same proportion, 
which translates illicitly destroying or stealing data, including DDoS, spoofing, brute 
force, ransomware, etc. attacks [2]. Similarly, ARP attacks are common and have evolved
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in a manner that alters the communication of a host by intercepting messages destined 
for another host [3]. In this context, losses due to cyberattacks are abysmal, reach-
ing approximately 10 billion euros globally, which has been increasing with respect to 
2023 [4]. Projections for cyberattacks by 2025 are stark, with a figure of $10.5 trillion 
specified in losses directly related to businesses [5]. The advent of IoT and its massive 
versatility of equipment on the network has caused companies to invest more to pro-
tect themselves from cyberattacks, ranging from products and services to technologies, 
amounting to $1.75 trillion from 2021 to 2025 [5]. Therefore, an analysis of ARP attack 
mitigation methods can effectively reveal the techniques used to counter ARP attacks. 
A known attack is ARP table poisoning, which allows the MAC address assignment to 
be exhausted [6], thus sending erroneous data by associating an IP with a false MAC 
address or otherwise diverting data traffic to another destination to make a profit. There 
is another attack known as spoofing via a real MAC, which poses a risk to network 
availability and information integrity [7]. These attack methodologies are a trend toward 
mitigating ARP attacks; however, there are studies that approach the subject from a dif-
ferent perspective and emphasize the importance of having a dynamic rather than fixed 
ARP, which makes it difficult to locate an attacking host [8, 9], which warrants a review 
of its applications and limitations. 

2 Methodology 

2.1 Review Question 

Due to constant cyberattacks, especially ARP attacks on LANs, computer network crimes 
have increased significantly. Several studies have investigated techniques to mitigate 
ARP attacks, including the use of software-defined networking (SDN) and security 
protocols. The supporting question guiding the research on the contribution and trend 
of mitigation methods is as follows: What is the contribution of ARP attack mitigation 
methods to ensure a secure LAN? The review question was designed based on the criteria 
of the PICOC model to define its components. This approach provides a clear structure 
and ensures that the research questions are objective and precise, as observed in the 
review [10]. As shown in Table 1, the Problem (P) component identifies the problem 
subject to ARP attack. The Intervention (I) component describes the mitigation methods 
for network attacks. In Comparison (C), the types of methods are listed. In Result (O), 
the method is detected and classified in networks defined by the SDN and algorithm-
based protocols. Finally, Context (C) focuses on the local area networks in enterprise 
networks. 

Table 1. PICOC – Components. 

Acronym Component Description 

P Problem ARP attack 

I Intervention Mitigation methods 

C Comparison Types of mitigation methods

(continued)
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Table 1. (continued)

Acronym Component Description

O Result Effectiveness and impact 

C Context LAN networks 

2.2 Search Strategy 

A set of keywords was selected for the systematic review considering ARP attack mit-
igation methods. As a result, a search equation was developed based on the PICOC 
methodology to clearly structure the search sentence. This equation was applied to the 
Scopus database, which contains a wide variety of journals, RSLs, and academic mate-
rial indexed in various fields of study. As a result, 197 documents directly related to the 
study objectives were obtained (Table 2). 

Table 2. PICOC - Keywords 

Problem Intervention Comparison Result Context 

Keywords ARP Poisoning Analysis DDoS 
detection 

Network 
Assessment 

Local area 
network 

ARP Spoofing Inspection ARP 
Prevention 

Network 
performance 
evaluation 

LAN 

Distributed Denial 
of Service 

Planning ARP 
Protection 

Analysis Computer 
networks 
Internet 

Man-in-the-middle 
attack 

Survey ARP 
detection 

Traffic 
monitoring 

Workgroup 
computing 

Decision making Scanning Network 
security 

Denial-of-service 
attack 

IoT security 

Address Resolution 
Protocol 

Cyber 
security 

Cache tables Data 
network 

MAC address WLAN 

Spoofing attacks Software 
Defined 
Networks 

Signal detection SDN

(continued)
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Table 2. (continued)

Problem Intervention Comparison Result Context

ARP cache 
poisoning 

ARP stateful 
inspection 

Table 3 presents the search terms for each component of the PICOC acronym, where 
they were combined with Boolean operators (AND and OR) and the truncation of (*). 
The result is a search string with multiple options based on the affinity terms. Finally, 
the union of each component (P) AND (I) AND (C) AND (OR) AND (C) allows us to 
create a single search equation to be used in the Scopus database. 

Table 3. Search equation in Scopus. 

Protection" OR "ARP detection*") AND TITLE-ABS-KEY("Network Assessment" OR 

"Network performance evaluation*" OR "Analysis" OR "Traffic monitoring") AND TITLE-

ABS-KEY("Local area network" OR "LAN*" OR "Computer networks Internet" OR 

"Workgroup computing" OR "Network security" OR "IoT security" OR "Cyber security" OR 

"Data network" OR "WLAN*" OR "Software Defined Networks" OR "SDN*")) 

(TITLE-ABS-KEY("ARP Poisoning*" OR "ARP Spoofing*" OR "Distributed Denial of Ser-

vice" OR "Man-in-the-middle attack" OR "Decision making" OR "Denial-of-service attack" 

OR "Address Resolution Protocol*" OR "Cache tables" OR "MAC address*" OR "Spoofing 

attacks" OR "Signal detection" OR "ARP cache poisoning" OR "ARP stateful inspection*") 

AND TITLE-ABS-KEY("Analysis" OR "Inspection" OR "Planning" OR "Survey" OR 

"Scanning*") AND TITLE-ABS-KEY("DDoS detection" OR "ARP Prevention" OR "ARP 

Thus, after the affinity search, the inclusion and exclusion criteria were applied. 

Table 4. Inclusion and exclusion criteria 

Inclusion criteria Exclusion criteria 

C.I.1. Studies should describe methods or 
techniques to mitigate attacks at the access 
layer, including ARP. 
C.I.2. Consider publications written in 
English and Spanish. 
C.I.3. Consider original articles and RSLs, 
referenced at quartile levels above the 
journals. 

C.E.1. Non-thematic areas of computer science 
and engineering. 
C.E.2. Articles whose title is not related to any 
of the following topics: Security and 
computing, cybersecurity, computer network, 
wireless networks. 

The application of the criteria is intended to deepen the search for the object of 
research, i.e., to consolidate the basis for critical analysis and discussion of mitigation 
methods in ARP (Table 4).
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2.3 Search and Selection Process 

To optimize the search filtering of the publications obtained, the guidelines of the 
PRISMA statement were applied to conduct the screening process, which is based on 
specific criteria. The PRISMA (Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses) is a guideline designed to strengthen transparency and rigor in the prepa-
ration of systematic reviews. Its aim is to ensure that these reviews are clear, reproducible, 
and useful for evidence-based decision making [11]. As shown in the following PRISMA 
flowchart, each stage of the inclusion and exclusion process of the publications selected 
for the review is described in detail. Initially, after applying the search equation, 197 
were obtained, then when the exclusion mechanisms were applied, which did not corre-
spond to topics related to communication and computer networks and computer science, 
130 were left, subsequently the review mechanism was applied, limiting only SLR or 
articles, and for reasons of language and open access, 25 original articles were obtained, 
which address the topic accurately (Fig. 1). 

Fig. 1. PRISMA flow diagram



Analysis of Mitigation Methods for ARP Attacks in Local Area Networks 301

2.4 Review Question 

As a contribution to the analysis, a form with sub-questions was used to enhance the 
review research (Table 5). 

Table 5. Review Questions 

The contributions of ARP attack mitigation methods to LAN security 

Questions in the review process Information extraction process 

RQ1: How has the ARP attack been defined in 
LANs? 

Context and status of ARP attacks 

RQ2: How do ARP attacks affect LAN security? Attacks and their consequences on LANs 

RQ3: What ARP attack mitigation methods have 
been applied to LAN environments? 

Techniques and methods to mitigate attacks 
are described. 

RQ4: What are the impacts of the methods 
implemented to mitigate ARP attacks on the 
LAN? 

Main results and conclusions regarding 
accuracy and performance 

RQ5: In what sub-contexts have ARP attack 
mitigation been applied to LANs? 

Situation or application during which 
events occur 

3 Results 

The search yielded 197 useful articles from a prestigious Scopus repository. After proper 
filtering and analysis, 25 relevant articles were identified for inclusion in the study. 

3.1 Bibliometric Analysis of Studies 

The results of the analysis show a predominance of article-type documents, followed by 
reviews. These studies were conducted from 2021 on the present. Figure 2 shows that 
90.5% of the articles were reviews, followed by reviews 4.8%.



302 E. Adrianzen-Baltazar et al.

Fig. 2. Documents by type 

3.2 Co-occurrence Analysis of Keywords Used in Publications 

For the analysis, the abstract of each article was examined, and a map of connections 
between keywords, known as an ARP attack co-occurrence network, was developed 
to identify and understand their relationships. As shown in Fig. 3, the central focus 
is “ARP spoofing”, whose connections extend to terms such as “network security”, 
“cybersecurity”, “software-defined networking”, “MAC address” and “attack detection”. 
These keywords are closely related to our research topic: analysis of mitigation methods 
for ARP attacks on a LAN. In addition, it is noted that our unit of analysis is linked 
to other threats derived from this vulnerability, such as “DDoS” and “denial-of-service 
attacks”. To ensure the relevance of the studies, a time criterion was established as of 
the year 2021, ensuring that the selected works were no more than four years old.
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Fig. 3. Research keyword co-occurrence network from 2021 to 2025. 

3.3 RQ1: How Has the ARP Attack Been Defined in LANs? 

It is defined as sending false ARP responses to associate a valid IP with a false MAC 
address in the Address Resolution Protocol table of a network node, e.g., routers, 
switches, access points, etc. [12]. This is achieved by exploiting vulnerabilities in the 
ARP protocol, such as the lack of authentication of ARP responses. The most common 
ARP attacks are ARP spoofing and ARP poisoning [13]. They are implemented in dif-
ferent types of LAN [6], WAN, WLAN [14], and MAN, network. An ARP attack is 
successful; thus, the victim’s network is compromised, affecting its performance and 
business continuity. Table 6 provides definitions of the problem. 

Table 6. Definition of the ARP and its characteristics. 

Studies Definitions Contribution 

[7, 13–19] Definition of Protocol ARP 
(Address Resolution Protocol) in a 
local area network 

The ARP Protocol allows devices 
in a local area network (LAN) to 
determine the physical MAC 
address corresponding to a specific 
IP address

(continued)
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Table 6. (continued)

Studies Definitions Contribution

[7, 13–18] Weaknesses in Proto-col ARP in 
LAN network 

These studies mentioned inherent 
vulnerabilities, such as stateless 
protocol, no authentication, among 
others 

[7, 13, 15–20] Risks associated with ARP attack 
on LANs 

The risks associated with an ARP 
attack are: MITM attacks, DoS 
attacks, data interception and 
modification, and session hijacking 

[7, 13–19, 21, 22] Types of ARP attacks and how they 
affect LANs 

The most common ARP attacks: 
ARP Spoofing, ARP poisoning, 
DoS, and MITM attacks. These 
attacks compromise network 
security by manipulating ARP 
responses and identity theft from 
network nodes, leading to data 
interception, performance 
degradation, and other significant 
risks 

From the above table, we can infer that problems are often associated with other 
attacks, such as denial of service and man-in-the-middle attacks, which are mitigating 
factors in the operation of the ARP table. 

3.4 RQ2: How Do ARP Attacks Affect LAN Security? 

ARP attacks affect LAN security; by intercepting data traffic, information can be com-
promised. The information intercepted is usually valid IP addresses of a network, which 
are used to impersonate a network device with administrative privileges. In addition, 
when the ARP attack is successful, attackers take advantage of the infected network 
nodes to perform illicit activities, which end up harming their victims, companies, or 
reputable organizations. Table 7 presents the results of ARP attacks and their impact on 
LAN security. A successful ARP attack can have serious consequences on an enterprise 
network, with the exposure of confidential information being one of the main risks.
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Table 7. Main effects of ARP attacks 

Effects Description Studies 

Type of sensitive information 
intercepted by an ARP attack on a 
local network 

IP and MAC addresses are sensitive 
data that can be intercepted by an 
ARP attack. In addition, some 
studies have identified login 
credentials and data manipulation as 
part of the information 
compromised in such attacks. 

[14, 20–24] 

Consequences of an ARP attack 
on LAN security 

These studies agree that the 
consequences are decrease in 
network performance, information 
hijacking, and infection of network 
nodes. 

[13–16, 18, 21, 22] 

Scenarios of an ARP attack on a 
LAN network and how they affect 
availability, integrity and 
confidentiality. 

These studies demonstrate that ARP 
attacks affect network security in 
three key aspects: availability, by 
blocking or redirecting traffic; 
integrity, by modifying data; and 
confidentiality, by exposing private 
information and allowing access to 
sensitive data. 

[6, 19, 25–27] 

3.5 RQ3: What ARP Attack Mitigation Methods Have Been Applied to LAN 
Environments? 

ARP attack mitigation methods are categorized into detection, prevention, and use of 
external hardware. Implementations range from common LAN security practices to new 
models that enhance the Address Resolution Protocol through ARP response validation 
systems. Table 8 presents the proposed models for mitigating ARP attacks on a LAN 
using prevention and detection mechanisms. Each method offers advantages, depend-
ing on the implementation context. In addition, defense mechanisms are included as a 
reference for the development of new mitigation strategies.
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Table 8. Mitigation methods 

Method Description Avg Time 
(sec) 

Effectiveness Precision/Performance Studies 

SDN IDPS (Intrusion 
Detection and 
Prevention 
System) was 
used under POX 
traffic 
simulator. 

2.01465 [7] 

The POX traffic 
simulators 
Mi-ninet and 
OpenFlow were 
used. 

10 >70% [18] 

A virtual 
machine, Kali 
Linux, Mininet, 
Etter-cap, and 
Bash and 
Python scripts 
were used to 
generate ARP 
requests and 
traffic. 

<6 [23] 

Experiment on 
the Ubuntu 
operating 
system and Kali 
Linux attack 
simulator 

1 100% [25] 

Physical 
Equipment 

PyCharm was 
used on 2 PCs 
and to simulate 
ARP spot 
traffic. 

0.933 [14] 

ASD (ARP 
Spoofing 
Detector) was 
used with 
OpenWrt. 

0.06 100% [15]

(continued)
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Table 8. (continued)

Method Description Avg Time
(sec)

Effectiveness Precision/Performance Studies

Protocol The ArpON 
protocol with 
SARPI is safe 
and reliable 

0.11 [24] 

Virtual jamming 
attacks and 
other MAC 
intrusions were 
analyzed using 
a T-VLAN  
security 
algorithm in 
CSMA/CA with 
OMNeT++. 

0.01 82% [28] 

K-FKNN 4.39 [27] 

CNN-LSTM 1 99.73% [27] 

ARP-PROBE 0.0607ms 99.98% [27] 

DNN 0.0064 100% [27] 

DNN 0.0025 100% [27] 

CNN A CNN-based 
RF 
fingerprinting 
model to detect 
dual WLAN 
routers via 
MAC. 

100% [29] 

ANN A neural  
network model 
with Kali Linux 
on VMWare 
Workstation 

100% [16] 

Others Resource 
exhaustion 
attack detection 
scheme 
(READS) 

89.11% [30] 

Random MAC 41.80% [9] 

From the table above, Deep Learning based methods achieve 100% effectiveness, fol-
lowed by SDN networks with 100% effectiveness in virtual environments. In terms of the
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time required to act and mitigate an ARP attack, the DNN has the shortest response time. 
In summary, the proposed DNN has the shortest response times and 100% efficiency. 

3.6 RQ4: What Are the Impacts of the Methods Implemented to Mitigate ARP 
Attacks on the LAN? 

The impact of ARP attack mitigation methods on a LAN is focused on safeguarding data 
integrity. The results are encouraging, as there are effective mechanisms and techniques, 
such as the use of AI-based software and software-defined networking (SDN). However, 
solutions may vary and face various limitations and challenges [27, 29, 30]. Table 9 
summarizes the challenges and limitations. 

Table 9. Challenges and limitations of ARP mitigation methods 

Keywords Contribution Studies 

Results of the mitigation 
methods in LANs 

Two articles analyzed the DDoS attack 
methodology and highlighted the 
importance of applying security 
measures to LANs. Two other studies 
presented a futuristic theory that is 
refuted because it proposes 
dual-purpose tools for dynamic MAC 
address assignment, which are linked 
to the ARP protocol. 

[8, 9, 17, 31] 

Constraints in implementing 
mitigation measures 

Detection and prevention methods 
face challenges in complex networks, 
such as identifying errors in valid IP 
addresses, centralized management in 
SDN, and limited sampling in virtual 
networks. In addition, they must adapt 
to the constant growth of networks and 
other attacks, such as DDoS and 
Man-in-the-Middle. Support for 
asynchronous networks is also 
required for host configuration. 
Finally, using advanced cryptography 
protocols to authenticate ARP packets 
can impact network performance. 

[6, 12, 13, 30, 32] 

3.7 RQ5: In What Sub-contexts Have ARP Attack Mitigation Been Applied 
to LANs? 

Most development scenarios are based on software-defined networks, which optimize 
software or application performance before deployment in a physical environment. In 
addition, attack emulators have evolved to replicate increasingly realistic scenarios,
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receiving feedback that allows them to remain in sync with real and simulated envi-
ronments. In addition, the assignment of MAC addresses to devices that manage ARP 
tables is performed in wireless and wired networks. Table 10 presents the development 
of environments and sample sizes. 

Table 10. Contexts for developing methodologies. 

Keywords Contribution Studies 

Mitigation methods in physical 
environment 

Attack detection models in real 
environments are ideal for 
testing because attacks in such 
environments are very similar 
to those occurring in 
enterprises, which is the focus 
of investigations in the use 
case. However, the tests were 
performed on basic local 
networks, and the experiments 
varied over a range of 10. 

[14, 15] 

Mitigation methods in SDN 
environment 

Most of the research and 
experiments are more feasible 
to apply in software-defined 
networks using virtual 
machines due to the better use 
of physical and logical 
resources, in addition to the 
costs they usually incur. 

[7, 9, 18, 23, 25, 27, 29, 30] 

Note that these scenarios were executed in WLAN and wired LAN networks. In both cases, the 
tests show a clear predominance of the ARP table and addresses converging to IP addressing to 
establish part of the IP fragment in the connectivity 

4 Conclusions 

In conclusion, 27 published articles were evaluated. The results demonstrate that deep 
learning under the models, CNN-LSTM, ARP-PROBE, and DNN are very accurate 
with samples of 99.73%, 99.98%, 100%, as well as the times in seconds to detect and 
mitigate are very good of 1, 0.0000607, 0.0064, and 0. 0025 and an effectiveness of 89% 
for ANN, followed by SDN networks with effectiveness values of 100% and 70%, times 
in seconds ranging from 1, 2.01465, 6, 10. The techniques used by the ArpON protocol 
and the T-VLAN security algorithm in CSMA/CA required processing times of 0.01 
and 0.11 s, respectively, which contributed to the mitigation of ARP attacks. In addition, 
forensic analysis techniques were reviewed to provide insight on how to deal with attacks 
in communication and computer networks. Among these, the use of random changing 
MAC addresses (RCM) has been discussed; however, these studies are refutable, as 
they could facilitate undetected ARP spoofing attacks in time. Consequently, further



310 E. Adrianzen-Baltazar et al.

research is required to validate these solutions in larger-scale operational environments, 
ensuring their applicability and effectiveness in real scenarios, with the aim of protecting 
information circulating in LANs and large network infrastructures. 

5 Discussion 

The objective of this systematic review was to evaluate the effectiveness, timing, and 
accuracy of existing methods for mitigating ARP attacks in local area networks. The 
results indicate that those in the Deep Learning category under the K-FKNN, CNN-
LSTM, ARP-PROBE, and DNN models gave accuracies of 99.73% and 100% with 
response times ranging from 0.0000607 to 4.39 s. Techniques in ANN (Artificial Neural 
Network) with WLAN-based Resource Exhaustion Attack Detection Scheme (READS) 
improved with a value of 89%. The adoption of protocols such as A Torpor-based 
Enhanced Security Model for the CSMA/CA Protocol in Wireless Networks is impor-
tant and is on their way to becoming standardized in switching and routing networks. 
This systematic review contributes to existing literature by providing a comprehensive 
evaluation of the most effective methods and strategies for identifying and mitigating 
ARP attacks. In addition, it highlights the importance of applying research on artifi-
cial intelligence (Deep Learning and Machine Learning) applied to mitigate various 
attacks in a real environment, thereby modeling and adapting to the behavior of attacks. 
Rapid intervention, accuracy, and performance are parameters to be considered and are 
directly related to hardware and software resources. Anticipating attacks is a constant 
study variable because attacks can also be claimed and improved. In future, studies in 
real environments should be conducted, and other attack methods should be considered 
to address the problem holistically. 
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Abstract. iOS is one of the most popular operating systems in the mobile land-
scape. Ensuring iOS applications maintainability, scalability, and performance 
proves essential. However, traditional approaches often lead to poor modularity 
and tightly coupled code which hinders extensibility and testability. While mod-
ern architectures offer improved modularization, their adoption is often met with 
increased complexity and implementation overhead, leaving developers without 
clear guidance on best practices. This research addresses a crucial gap by systemat-
ically evaluating the modularization challenges in iOS development and providing 
a structured analysis of architectural patterns. Through empirical assessment and 
real-world application testing, the study not only highlights the trade-offs of each 
approach but also proposes actionable guidelines to optimize modularization. By 
bridging the disconnect between theoretical models and practical implementation, 
this work equips developers with the knowledge to build robust, maintainable, and 
scalable iOS applications. The insights presented in this study serve as a valuable 
reference for both industry professional and researchers, driving advancements in 
iOS software architecture. 

Keywords: iOS development · modularization · MVC · MVP · MVVM · 
VIPER · Software architecture · Maintainability · Scalability 

1 Introduction 

In today’s digital age, mobile applications have become integral to our daily lives, driving 
significant advancements in technology and user engagement. The iOS platform, known 
for its security, user-friendly interface, and robust ecosystem, continues to capture a 
substantial share of the global mobile market. According to StatCounter [1], as of April 
2024, iOS holds over 28% of the global mobile operating system market, making it 
a crucial platform for developers and businesses [1]. The growing popularity of iOS 
underscores the importance of effective app development strategies to meet the demands 
of an expanding user base. 

The process of developing high-quality iOS applications is complex and multifaceted 
[2], often requiring careful consideration of modularization to ensure maintainability, 
scalability, and performance. The software is usually best modularized and architected
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at the time of early development cycle, but as the software evolves and changes with 
new business requirements and technical debt [3] taking place, the new code might 
not be aligned with the original modularization and architectural plan, thus the design 
may suffer from modularity degradation because of this inconsistency [4]. Modular-
ization involves breaking down an application into smaller, manageable, and reusable 
components, which can significantly enhance the development process [5]. 

Ignoring the adoption of a modular architectural pattern can lead to several issues. 
Testing becomes more challenging as tightly coupled components and massive view 
controllers are difficult to isolate for unit tests or UI tests [6]. Modification and fea-
ture addition become cumbersome as changes in one part of the application can have 
unintended consequences in other parts due to tight coupling and unclear separation 
of concerns. Performance issues may arise more frequently, as unoptimized or mono-
lithic architectures can lead to memory leaks, slow response times, and inefficient use 
of resources [7]. 

Historically, many iOS applications have been built using the Model-View-Controller 
(MVC) architecture, which divides the application into three layers: model, view, and 
controller. MVC’s simplicity and straightforward separation of concerns have made it a 
default choice for many developers. However, as applications grow in complexity, the 
limitations of MVC become apparent. The controller often becomes overloaded with 
responsibilities, leading to the “massive view controller” problem, which hampers code 
maintainability and scalability [8]. This problem is intensified in large-scale projects, 
where the linking of view and controller logic can significantly degrade software quality. 

In contrast, more modern architectures like Model-View-Presenter (MVP) and 
Model-View-ViewModel (MVVM) have been developed to address some of MVC’s 
limitations. MVP introduces a presenter to handle the presentation logic, making the 
view more passive and enhancing testability. MVVM further refines this by leveraging 
data binding to synchronize the view and model, simplifying the development process 
and improving responsiveness. Both architectures have shown promise in improving 
modifiability and testability, but their adoption and effectiveness in iOS development 
require further exploration [9]. 

Recently, the VIPER (View-Interactor-Presenter-Entity-Router) architecture has 
gained attention for its rigorous separation of concerns. VIPER’s modular structure 
divides responsibilities among distinct components, each with a specific role, promot-
ing high levels of testability and maintainability. However, the complexity and over-
head associated with implementing VIPER can be significant, and empirical data on its 
practical benefits in iOS development remains limited. 

This research aims to address the key objective of identifying current challenges 
in modularization within iOS app development. Furthermore, the research will propose 
guidelines and best practices for overcoming these challenges, ultimately enhancing the 
quality and performance of iOS applications. 

The paper is structured into several sections, each addressing different aspects of 
iOS architecture and modularization. The remainder of the sections is as follows: Sect. 2 
(Background & Related Work) reviews existing architectures, such as MVC, MVP, 
MVVM, and VIPER, while discussing previous research on modularization, testability,
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and performance. Section 3 (Methodology) describes the evaluation approach, includ-
ing the metrics used to assess modularization, testability, and scalability, along with the 
case study setup. Section 4 (Results & Analysis) presents empirical findings, comparing 
architectural patterns based on cohesion, coupling, execution time, and overall modu-
larity. Section 5 (Discussion) interprets these results, analyzing the trade-offs of each 
architecture and their impact on software maintainability and scalability. Section 6 (Con-
clusion & Future Work) summarizes key insights, reiterates the importance of modular-
ization, and suggests future research directions, such as hybrid architectural approaches 
or additional performance metrics. 

In conclusion, the study focuses on identifying and addressing the modularization 
challenges in iOS development. By examining the strengths and weaknesses of var-
ious architectural patterns, this research aims to provide practical insights and rec-
ommendations for developers, contributing to more robust and user-friendly mobile 
solutions. 

2 Problem Statement 

As iOS application development progresses, the need for scalable and flexible archi-
tectural patterns becomes increasingly critical to manage the growing complexity of 
app design and functionality. However, the shift towards more modular and efficient 
architectures is often hindered by various challenges. This research seeks to systemati-
cally identify the key obstacles in the modularization of iOS applications. By analyzing 
these challenges, the study aims to develop a set of practical guidelines and best prac-
tices to address them. The underlying hypothesis is that resolving these architectural 
and integration issues is crucial for improving the scalability, maintainability, and over-
all performance of iOS applications, ultimately leading to more efficient development 
processes and higher-quality apps. 

3 Current Work 

In this section, we explore the current approaches applied throughout the application 
development lifecycle, focusing on the chosen architectural designs and the challenges 
encountered in modularizing code while maintaining an unentangled architecture. This 
discussion aims to highlight areas where software developers may have failed to antic-
ipate changes that could degrade their architecture, leading to increased complexity. 
These complexities subsequently pose significant challenges when modifying, testing, 
or scaling up their products. 

3.1 Software Architecture 

Software architecture is a critical aspect of software engineering that acts as a high-level 
blueprint for structuring software systems. It involves dividing the system into distinct 
components or modules, each encapsulating specific functionalities with well-defined 
interfaces for interaction. This modular approach not only helps in organizing code and
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managing complexity but also enhances the reusability of components across different 
parts of the application or even in different projects. Moreover, modular architecture 
facilitates maintenance and scalability, allowing individual components to be updated, 
replaced, or enhanced without impacting the entire system [10]. It also improves the 
understandability and manageability of the system, making it easier for new developers 
or teams to grasp how the system functions. Additionally, a well-defined architecture 
ensures that the system meets essential non-functional requirements like performance, 
security, and reliability by allowing specific strategies to be applied on a per-module 
basis. This structure also supports parallel development, where different teams can work 
on separate modules simultaneously, significantly speeding up the development process. 
Through these mechanisms, software architecture significantly contributes to the mod-
ularization of software engineering, making systems more flexible, maintainable, and 
scalable. 

Model-View-Controller 
Model-View-Controller (MVC) is a design pattern that organizes an application into three 
components: Model, View, and Controller, facilitating code management and scalability. 
In iOS development, Apple recommends MVC as the default architecture as shown in 
Fig. 1, offering a structured approach to app creation [11]. The Model handles data 
and business logic, while the View manages the user interface by displaying data and 
capturing user input. The Controller acts as an intermediary, processing user actions, 
updating the Model, and refreshing the View. This communication pattern ensures a 
clear separation of concerns, promoting organized and maintainable code. However, 
MVC has its drawbacks, particularly the “massive view controller” problem, where 
Controllers can become overly complex, reducing modularity and maintainability as the 
application scales. 

Fig. 1. Model View Controller Architecture 

Model-View-Presenter 
Model-View-Presenter (MVP) is an architectural design pattern developed to address the 
limitations of Model-View-Controller (MVC), particularly the problem of overloaded 
controllers. MVP divides an application into three components: Model, View, and Pre-
senter as shown in Fig. 2, with the goal of improving separation of concerns, enhancing 
testability, and making the codebase more manageable. In MVP, the Model handles
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data and business logic, similar to MVC, while the View is responsible for display-
ing data and capturing user input, remaining passive and free of business logic. The 
key distinction in MVP is the Presenter, which acts as an intermediary between the 
Model and View, processing data and handling user interactions. This clear separation 
allows for easier management and testing of the codebase. MVP offers advantages like 
improved modularity and testability by decoupling the View from presentation logic. 
However, it introduces complexity, as the Presenter can become bloated if it takes on 
too many responsibilities, leading to maintenance challenges like MVC’s “massive view 
controller” issue. Despite these challenges, MVP is favored for its enhanced separation 
of concerns and testability. 

Fig. 2. Model View Presenter Architecture 

Model-View-ViewModel 
Model-View-ViewModel (MVVM) is an architectural design pattern that enhances sep-
aration of concerns by introducing a view model component, further decoupling the 
view from business logic, as shown in Fig. 3. Building on the principles of MVC and 
MVP, MVVM is particularly effective in applications utilizing data binding, such as 
iOS development with SwiftUI. In MVVM, the Model manages the application’s data 
and business logic, while the View is responsible for displaying data and capturing user 
input, remaining passive and relying on the ViewModel. The ViewModel acts as an 
intermediary, processing data from the Model and exposing it in a format suitable for 
the View. A key feature of MVVM is data binding, which ensures automatic synchro-
nization between the View and ViewModel, allowing the UI to update seamlessly when 
the Model changes. This architecture offers advantages such as improved modularity, 
testability, and efficient UI synchronization, but it can introduce complexity, particularly 
in managing data bindings and handling multiple states, which may reduce code read-
ability and maintainability. Despite these challenges, MVVM is widely adopted for its 
enhanced testability and clear separation of concerns, contributing to more maintainable 
and scalable code. 

View-Interactor-Presenter-Entity-Router 
View-Interactor-Presenter-Entity-Router (VIPER) is an advanced architectural pattern 
designed to ensure a clean separation of concerns by dividing responsibilities into five 
distinct components, as shown in Fig. 4. Derived from Clean Architecture principles, 
VIPER is particularly suitable for large, complex applications where maintainability 
and testability are critical [12]. In VIPER, the View handles user interface elements
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Fig. 3. Model View ViewModel Architecture 

and interacts with the Presenter to receive data updates, remaining passive and free of 
business logic. The Interactor manages the application’s business logic, fetching and 
processing data before providing it to the Presenter. The Presenter acts as a mediator 
between the View and Interactor, processing user input and ensuring the View displays 
the correct data. The Entity defines the data model and handles data manipulation, while 
the Router manages navigation and routing within the application, decoupling navigation 
logic from business and presentation layers. 

VIPER’s structured communication flow, with each component interacting through 
defined protocols, ensures that each part of the architecture has a single responsibility, 
enhancing modularity and testability. This strict separation of concerns also improves 
scalability, as changes in one component have minimal impact on others. However, 
VIPER’s complexity, with its multiple components and extensive boilerplate code, can 
make the initial setup time-consuming and challenging, particularly for smaller projects 
or teams new to the pattern. Despite these challenges, VIPER is widely used in large-scale 
iOS applications due to its ability to manage complexity and improve code quality. 

Fig. 4. View Interactor Presenter Entity Router Architecture 

3.2 Comparative Prior Works in Software Architecture 

Table 1 presents a comparison of prior works in software architecture, focusing on their 
contributions to understanding modularization, testability, and performance in software 
systems. The table highlights a range of studies, from foundational principles like the 
Model-View-Controller (MVC) architecture [11] to more contemporary works such as 
the review of iOS architectural patterns [8] and practical guidelines on Clean Architecture
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[12]. While these works provide valuable insights into software architecture evaluation 
and modularization techniques, they are often limited by either focusing on generic mod-
ularization principles, specific case studies, or theoretical frameworks without practical 
validation. 

This research builds upon the foundations laid by these prior works by providing 
a more detailed and comprehensive evaluation of modularization challenges in iOS 
development. Unlike the reviewed studies, our work leverages modern metrics such as 
Lack of Cohesion of Methods (LCOM) and graph density for a rigorous analysis of 
modularity. Furthermore, we address practical implications by applying these metrics 
to real-world architectures (MVC, MVP, MVVM, and VIPER) through a unique audio 
recorder application case study. By incorporating UIKit and other contemporary iOS 
tools, this study also aligns with current development trends, offering actionable insights 
for developers on architecture selection and transition strategies in iOS projects. 

Table 1. Comparison of prior works in Software Architecture 

Authors Paper Focus Strength Weakness 

Y. Cai (2008) Assessing the 
Effectiveness of 
Software 
Modularization 
Techniques 

Software 
modularization 
over time 

Theoretical 
foundation on 
modularization 
Highlights impact 
on 
maintainability. 

Not 
iOS-specific. 
Lacks 
empirical 
validation. 

F. Sholichin et al. 
(2019) 

Review of iOS 
Architectural 
Pattern for 
Testability, 
Modifiability, 
and Performance 
Quality 

iOS architecture 
comparison 
(MVC, MVP, 
MVVM, VIPER) 

Identifies MVC 
limitations. 
Highlights 
VIPER’s 
modularity 
benefits. 
Evaluates 
testability, 
modifiability, and 
performance. 

Theoretical 
analysis only. 
Single case 
study (Contact 
App). 
Limited 
modularization 
metrics. 

E. Vennaro 
(2023) 

iOS 
Development at 
Scale: App 
Architecture and 
Design Patterns 
for Mobile 
Engineers 

iOS architecture 
for large-scale 
apps 

Practical guide 
for MVVM and 
VIPER. 
Focuses on 
scalability. 

No structured 
scientific 
evaluation. 
Lacks 
modularization 
trade-off 
analysis. 

3.3 Discussion 

The reviewed papers offer important insights into software modularization and archi-
tectural patterns, each with distinct strengths and limitations. Cai (2008) provides a the-
oretical foundation on modularization, exploring its impact on software evolution and
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maintainability, but it is not specific to iOS and lacks empirical validation for mobile 
applications. Sholichin et al. (2019) analyze iOS architectures (MVC, MVP, MVVM, 
and VIPER), emphasizing testability, modifiability, and performance, identifying VIPER 
as a strong modular choice while noting MVC’s limitations. However, their evaluation 
is largely theoretical, based on a single case study, and does not include advanced modu-
larization metrics. Vennaro (2023) focuses on scalability in enterprise iOS applications, 
offering practical best practices for MVVM and VIPER, but lacks scientific evalua-
tion or quantitative modularization comparisons, making it more industry-focused than 
research-driven. 

3.4 Methodology 

In order to evaluate the architecture when it comes to modularity, the criteria that are 
chosen to test upon are modifiability and testability (Fig. 5). 

Fig. 5. Methodology 

3.5 Modifiability 

Cohesion Level 
The degree to which the components of a module belong together is referred to as 

cohesiveness [13]. This refers to how tightly related the functionalities within a single 
module are. A highly cohesive module focuses on a single, well-defined task. Metrics 
like Lack of Cohesion in Methods (LCOM) can help identify modules that might benefit 
from further separation. 

In order to measure the LCOM, consider the following formula: 
For n methods M1, M2, …, Mn in class C, consider also set of instance variables { 

Vi}. Each method Mi operates on a subset of these instance variables. 
P: Contains pairs (Ai,Aj) where the intersection of the sets Ai and Aj is empty (i.e., 

they don’t share any instance variables). 
Q: Contains pairs (Ai,Aj) where the intersection of the sets Ai and Aj is not empty 

(i.e., they share at least one instance variable).
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P = {(Ai, Aj) | Ai ∩ Aj = φ}. 
Q = {(Ai, Aj) | Ai ∩ Aj φ}. 
then LCOM = |P|—|Q|, if |P| > |Q| 
= 0 otherwise. 
In essence, LCOM helps assess how well the methods within a class are organized 

in relation to the data they operate on. Higher LCOM values suggest better class design 
in terms of method cohesion, while lower or zero values might indicate potential design 
issues that could lead to maintenance difficulties or code complexity [13]. 

Coupling Level 
In software engineering, coupling describes how dependent two or more system modules 
are on one another. It measures the degree of interconnection and dependency between 
modules. Low coupling is highly desirable as it encourages code independence, modu-
larity, and adaptability, leading to higher-quality software with lower maintenance costs 
(Fig. 6). 

Fig. 6. Cohesion and Coupling in Modules 

When assessing the modularity of a codebase implemented across different software 
architectures, both cohesion and coupling levels are critical. High coupling levels, where 
modules are overly dependent on each other, can lead to disrupted data flow and make 
modularization difficult, resulting in code that is challenging to maintain and extend. 

To effectively evaluate coupling, we calculate specific metrics such as the Coupling 
Between Objects (CBO), and the graph density. 

Coupling Between Objects (CBO) measures the number of classes that a given class 
is coupled with. A higher CBO indicates a higher level of dependency, which could 
signify tighter coupling within the architecture. 

Graph Density is calculated using the formula: 

Density = Number of Edges 

Number of Nodes × (Number of Node − 1) 

This metric provides insight into how interconnected the system is. A lower density 
suggests a more modular architecture with fewer dependencies between components.
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3.6 Testability 

The size of unit tests is crucial in software testing, especially for iOS applications utiliz-
ing different architectures. Smaller unit tests are generally preferred as they are easier 
to maintain, understand, and debug. They focus on specific functionalities or modules 
within the code, which helps in isolating and identifying errors more effectively. This 
targeted approach promotes better code organization and modularity, leading to more 
manageable and maintainable codebases. Importantly, smaller unit tests also contribute 
to lowering the time of execution of test cases, which is essential for maintaining the effi-
ciency and responsiveness of the testing process. The granularity of these tests ensures 
thorough coverage of the codebase, catching potential bugs early in the development 
process. In contrast, larger unit tests can be more complex, making it harder to pinpoint 
issues within the code and potentially overlooking specific edge cases or functionalities, 
leading to undetected bugs. Therefore, the effectiveness of unit testing lies in the gran-
ularity and size of the tests, with smaller, focused tests providing more precise, reliable 
results, and quicker execution times, thus enhancing overall modularity [14]. 

4 Case Study 

The application of Audio Recorder served as the case study for this study. This case 
study is intended to demonstrate the value of the research findings related to the analysis 
of the impact of architecture on iOS native software modularization process and its effect 
on its quality. 

4.1 Audio Recorder 

This application is an audio recorder for iOS devices, designed to provide users with 
a straightforward and efficient way to record, play, and manage audio files. It features 
a simple user interface with two primary buttons: one for recording and another for 
playing/pausing audio. Users can start and stop recording sessions, with the recorded 
time displayed dynamically. Additionally, users can play and pause the recorded audio, 
with the playback progress also shown on the interface. The app ensures the audio output 
defaults to the speaker, and it provides visual feedback by updating the button states and 
progress label accordingly (Fig. 7).
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Fig. 7. Audio Recorder Application 

In this case study, the core functionality is implemented using ‘AVFoundation‘ for 
audio handling and UIKit for the user interface, making it an essential tool for quick 
audio recording and playback needs. 

4.2 Case Study Justification 

Table 2 shows the case study and its criteria. Research contributions serve as the basis 
for the case studies selection. Each contribution is supported by the chosen case study 
to demonstrate how the conclusions are applicable. Table 2 indicates that each app’s 
feature and data source for testing is unique. The data source is the built-in speaker and 
microphone hardware. The Swift programming language is used in developing the case 
studies based on each of the four architectures: MVP, MVVM, VIPER, and MVC. 

Table 2. Case Study Justification 

Criteria Audio Recorder 

Feature to be tested Audio Recording, Audio Playing 

Data source Microphone and Speaker Built-in Hardware 

Architecture Pattern MVC, MVP, MVVM, VIPER 

Quality to be measured Modifiability, Testability
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4.3 The Integrated Development Environment (IDE) Xcode 

The macOS IDE XCode comes with an SDK for developing native iOS applications. 
C, C++, Objective-C, Objective-C++, Java, AppleScript, Python, Ruby, and Swift are 
all supported by XCode. The most popular language for iOS, Mac, and Apple TV 
development is Swift. 

4.4 Testing Device 

Audio Recorder application is tested using iPhone 15 Pro Max simulator running iOS 
17.4 on a MacBook Pro 14-inch, processor M3 Max, Memory 36GB, MacOS Sonoma 
14.3.1. 

5 Result 

The result of the case study will be detailed based on the study criteria. 

5.1 Model View Controller 

Following Apple’s Model-View-Controller (MVC) guidelines, our implementation is 
structured into three primary components: the AudioRecorder model, the views that 
display the state and action buttons, and the controller, which orchestrates the interaction 
between the model and the views (Fig. 8). 

Fig. 8. MVC Class Diagram 

5.2 Model View Presenter 

Model-View-Presenter (MVP) shifts the responsibility for data manipulation from the 
controller layer to the presentation layer. This approach employs the delegation pattern 
to facilitate communication between the view and presenter layers, ensuring a clear 
separation of concerns. 

Figures 10 and 11 are examples of the implementation of our case study that facilitate 
the usage of delegation pattern to allow the passage of state changes into the view (Fig. 9).
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Fig. 9. MVP Class Diagram 

protocol AudioRecorderPresenterProtocol: AnyObject { 

2.     func viewDidLoad() 

3. func recordTapped() 

4.     func playPauseTapped() 

5. } 

6. 

7. protocol AudioRecorderView: AnyObject { 

8.     func updateProgressLabel(with time: String) 

9. func updateRecordButton(isRecording: Bool) 

10.     func updatePlayPauseButton(isPlaying: Bool) 

11.     func togglePlayPauseButton(enabled: Bool) 

12. func toggleRecordButton(enabled: Bool) 

13. } 

14. 

15. class AudioRecorderPresenter: AudioRecorderPresenterProtocol, AudioRecorderDelegate { 

16. weak var view: AudioRecorderView? 

17. var audioRecorder: AudioRecorder 

18. var timer: Timer? 

19. 

20. init(view: AudioRecorderView, audioRecorder: AudioRecorder = AudioRecorder()) { 

21. self.view = view 

22. self.audioRecorder = audioRecorder 

23. self.audioRecorder.delegate = self 

24. } 

25. } 

Fig. 10. Protocol Definitions and Presenter Class for MVP Binding
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1. class AudioRecorderViewController: UIViewController, AudioRecorderView { 

2.   

3.     @IBOutlet weak var recordButton: UIButton! 

4.     @IBOutlet weak var playPauseButton: UIButton! 

5.     @IBOutlet weak var progressLabel: UILabel! 

6.   

7.     var presenter: AudioRecorderPresenterProtocol! 

8.   

9.     override func viewDidLoad() { 

10.         super.viewDidLoad() 

11.         presenter = AudioRecorderPresenter(view: self) 

12.         presenter.viewDidLoad() 

13. } 
14. } 

Fig. 11. View Controller Implementation for MVP Binding 

5.3 Model View View Model 

In our Model View ViewModel (MVVM) implementation, we introduced a binding class 
as shown in Fig. 14 that adheres to the observer pattern. This pattern is responsible to 
notify the viewcontroller of any changes or updates that occur on the model or view 
layer (Figs. 12 and 13). 

Fig. 12. MVVM Class Diagram
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1. class AudioRecorderViewController: UIViewController { 

2. @IBOutlet weak var recordButton: UIButton! 

3. @IBOutlet weak var playPauseButton: UIButton! 

4. @IBOutlet weak var progressLabel: UILabel! 

5. 

6. var viewModel: AudioRecorderViewModel! 

7. 

8. override func viewDidLoad() { 

9. super.viewDidLoad() 

10. viewModel = AudioRecorderViewModel() 

11. 

12. viewModel.isRecording.bind { [weak self] isRecording in 

13. let buttonImage = isRecording ? UIImage(systemName: "stop.fill") :  UIImage(systemName: 

"mic.fill") 

14. self?.recordButton.setImage(buttonImage, for: .normal) 

15. self?.playPauseButton.isEnabled = !isRecording 

16. } 

17. 

18. viewModel.isPlaying.bind { [weak self] isPlaying in 

19. let buttonImage = isPlaying ? UIImage(systemName: "pause.fill") :  UIImage(systemName: 

"play.fill") 

20. self?.playPauseButton.setImage(buttonImage, for: .normal) 

21. self?.recordButton.isEnabled = !isPlaying 
22. } 

23. 

24. viewModel.progress.bind { [weak self] progress in 

25. self?.progressLabel.text = progress 

26. } 

27. playPauseButton.isEnabled = false 

28. progressLabel.text = "00:00" 

29. } 

30. 

31. @IBAction func recordTapped(_ sender: UIButton) {  

32. viewModel.recordTapped() 

33. } 

34. 

35. @IBAction func playPauseTapped(_ sender: UIButton) {  

36. viewModel.playPauseTapped() 

37. } 

38. } 

Fig. 13. View Controller Implementation Demonstrating MVVM Data Binding
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1. class Observable<T> {  

2. var value: T { 

3. didSet { 

4. listener?(value) 

5. } 

6. } 

7. 

8. private var listener: ((T) ->  Void)? 

9. 

10. init(_ value: T) {  

11. self.value = value 

12. } 

13. 

14. func bind(_ listener: @escaping (T) ->  Void) {  

15. self.listener = listener 

16. listener(value) 

17. } 

18. } 

Fig. 14. Observable Class Binding 

5.4 View Interactor Presenter Entity Router 

The implementation of View Interactor Presenter Entity Router (VIPER) architecture 
has separated the responsibilities into 5 distinct layers as shown in Fig. 15. The com-
munication between the layers is done through delegation pattern like our previous 
implementation in MVP (Fig. 16). 

Fig. 15. VIPER Class Diagram
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1. protocol AudioRecorderPresenterProtocol: AnyObject { 

2.     func viewDidLoad() 

3. func recordTapped() 

4.     func playPauseTapped() 

5. } 

6. protocol AudioRecorderInteractorInputProtocol: AnyObject { 

7.     func startRecording() 

8. func stopRecording() 

9.     func startPlaying() 

10.     func pausePlaying() 

11.     func stopPlaying() 

12.     func getCurrentProgress() -> String 

13. } 

14. 

15. protocol AudioRecorderInteractorOutputProtocol: AnyObject { 

16.     func didStartRecording() 

17. func didStopRecording(duration: TimeInterval) 

18.     func didStartPlaying() 

19.     func didPausePlaying() 

20.     func didStopPlaying() 

21. func didUpdateProgress(progress: String) 

22. func didEncounterError(error: Error) 

23. } 

24. protocol AudioRecorderRouterProtocol: AnyObject { 

25. static func createModule() -> UIViewController 

26. } 

27. protocol AudioRecorderViewProtocol: AnyObject { 

28.     func updateUI(with entity: AudioRecorderEntity) 

29.     func updateProgressLabel(with progress: String) 

30. func showError(message: String) 

31. } 

Fig. 16. Protocol Definitions for VIPER Layer Communication 

5.5 Modifiability 

Calculating LCOM (Lack of Cohesion of Methods). 
The result of cohesion level calculation for each architecture shown in Table 3 shows 

that MVC has the lowest value while VIPER has the highest value. This indicates that 
VIPER is the best in terms of modularity. 

Table 3. Cohesion Level of each Architecture 

Architecture Cohesion 

MVC 0.665 

MVP 0.87 

MVVM 0.87 

VIPER 0.94 

Calculating Coupling Level 
The graph generated in Fig. 17 for the MVC (Model-View-Controller) architecture illus-
trates the dependencies among key components in this design pattern. In this image, each
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node represents a class or entity in the MVC structure, such as AudioRecorder, AVAu-
dioPlayer, and AudioRecorderViewController. The edges connecting these nodes indi-
cate direct dependencies between them. For example, the AudioRecorderViewCon-
troller depends on both AudioRecorder and AudioRecorderDelegate, showing how the 
Controller interacts with the Model and potentially the View. This graph highlights the 
interconnectedness within the MVC pattern, where the Controller often serves as the cen-
tral node, managing the flow between the View and the Model. The image reveals the 
relatively straightforward structure of MVC, where the components are tightly coupled, 
particularly around the Controller. 

Fig. 17. MVC Coupling Graph 

The graph representing the MVP (Model-View-Presenter) architecture in Fig. 18 
MVP Coupling Graph shows the relationship between the Presenter, View, and 
other related components. In this image, nodes such as AudioRecorderPresen-
ter, AudioRecorderView, and AudioRecorderViewController are depicted, with edges 
illustrating their dependencies. The AudioRecorderPresenter plays a central role, coor-
dinating interactions between the View and the Model, which is reflected in the multiple 
connections to other nodes. The edges from AudioRecorderViewController to the Pre-
senter and View components highlight the communication flow in MVP, where the 
ViewController delegates user interactions to the Presenter. This graph provides a visual 
overview of the MVP’s structure, emphasizing how the Presenter centralizes the appli-
cation logic while maintaining a clear separation from the View and Model components, 
promoting a more modular and testable design. 

Fig. 18. MVP Coupling Graph 

The MVVM (Model-View-ViewModel) architecture’s graph in Fig. 19 illustrates the 
dependencies between the ViewModel, View, and supporting components. The image 
shows nodes like AudioRecorderViewModel, AudioRecorderDelegate, and Observable, 
with edges connecting them to represent their interactions. The AudioRecorderView-
Model is a key node in this structure, interacting directly with both the Observ-
able and AudioRecorderDelegate, which facilitates the binding between the Model and
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the View. The AudioRecorderViewController node connects to the AudioRecorderView-
Model, reflecting the role of the ViewModel as the intermediary that handles the View’s 
logic and state. This graph highlights the separation of concerns in MVVM, where the 
ViewModel acts as a mediator, ensuring that the View and Model remain loosely coupled, 
thus supporting a modular and maintainable architecture. 

Fig. 19. MVVM Coupling Graph 

The VIPER (View-Interactor-Presenter-Entity-Router) architecture graph in Fig. 20 
is the most complex among the ones generated, showcasing a highly modular 
design with distinct responsibilities assigned to each component. The image features 
nodes like AudioRecorderRouter, AudioRecorderPresenter, AudioRecorderInteractor, 
and AudioRecorderEntity, among others, with a dense network of edges connecting 
them. Each edge represents a dependency, indicating how different components interact 
within the VIPER framework. For instance, the AudioRecorderRouter node connects 
to several other components, including the Presenter, Interactor, and ViewController, 
demonstrating its role in managing navigation and flow control. The AudioRecorderIn-
teractor node, with its connections to entities like AVAudioPlayerand AVAudioRecorder, 
reflects its responsibility for handling business logic and data management. This graph 
provides a comprehensive visualization of the VIPER architecture’s modularity, where 
each component has a clearly defined role, leading to a decoupled and scalable system. 

Fig. 20. VIPER Coupling Graph
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Analysis Result 
VIPER has the highest number of nodes (13) and edges (15), reflecting its more complex 
and structured approach, where responsibilities are spread across multiple components. 

MVC, MVP, and MVVM have fewer nodes and edges, indicating simpler structures 
but potentially higher coupling within fewer components. 

VIPER has the lowest graph density (~0.096), suggesting that its components are 
less tightly coupled compared to the other architectures. This is a positive indicator for 
modularity and maintainability. 

MVC has a moderate density (0.2), with MVP and MVVM having slightly higher 
densities (0.25). The higher the density, the more interconnected the components, which 
might indicate tighter coupling (Fig. 21 and Table 4). 

Table 4. Coupling Analysis Results 

Architecture Number of Nodes Number of Edges Graph Density 

MVC 5 4 0.2 

MVP 5 5 0.25 

MVVM 4 3 0.25 

VIPER 13 15 ~0.096 
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Fig. 21. Coupling Analysis Bar Graph 

5.6 Testability 

Execution Time of Test Cases 
The analysis of lines of code and execution time across different architectures pro-

vides valuable insights into their modularity and efficiency. VIPER, with the lowest 
lines of code (121) and the lowest execution time (13 s), demonstrates a high degree of 
modularity due to its strict adherence to separating concerns. This structured approach
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leads to a more manageable and maintainable codebase. MVVM, with lines of code 
(141), boasts the second lowest execution time (17 s), indicating that its architecture 
is optimized for performance as well. This balance suggests that VIPER offers strong 
modularity through detailed separation of concerns, albeit with more boilerplate code. 
Conversely, MVP, with 150 lines of code and execution time (19 s), reveals potential 
inefficiencies, implying that while it separates concerns, it may not be as optimized or 
modular as the other architectures. MVC, with 161 lines of code and an execution time 
of 20 s, presents an inefficient approach when modularizing the code. Therefore, VIPER 
and MVVM emerge as the most modular architectures, with VIPER being more compact 
and more efficient (Figs. 22, 23 and Table 5). 

Table 5. Test cases execution time and lines of code for each Architecture 

Architecture Lines of code Execution Time (Seconds) 

MVC 161 20 

MVP 150 19 

MVVM 141 17 

VIPER 121 13 
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Fig. 22. Execution time for test cases for each Architecture
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Fig. 23. Total number of lines of codes written for the unit tests for each Architecture 

MVC > MVP > MVVM > VIPER 

6 Discussion 

The findings of this research provide valuable insights into the strengths and weak-
nesses of prominent iOS architectural patterns—MVC, MVP, MVVM, and VIPER—in 
addressing modularization challenges. Each pattern was evaluated in terms of modifia-
bility, testability, cohesion, and coupling using a practical case study of an audio recorder 
application. 

6.1 Key Findings 

• Modifiability: Among the architectures analyzed, VIPER demonstrated the high-
est cohesion and the lowest coupling levels, reflecting its strong modular design 
and adherence to the principle of single responsibility. In contrast, MVC exhibited 
the lowest cohesion and highest coupling, underscoring its limitations in scaling 
and modularization for larger applications. MVVM and MVP offered intermediate 
performance, balancing modularity and ease of implementation. 

• Testability: VIPER also excelled in testability, as evidenced by its shorter test exe-
cution times and reduced lines of code. This outcome highlights its clear separation 
of concerns, which simplifies unit testing and ensures changes in one module have 
minimal impact on others. However, the initial setup and boilerplate required for 
VIPER may discourage adoption in smaller projects or by less experienced teams. 

• Developer Considerations: MVP and MVVM provide simpler alternatives to VIPER 
while offering improved modularity and testability over MVC. These patterns are 
particularly effective in scenarios where the complexity of VIPER is unwarranted, 
such as mid-sized applications. 

6.2 Limitations 

While the study successfully evaluates modularization across architectures, there are 
limitations that warrant further exploration:
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• Scope: The analysis focuses on a single use case, the audio recorder applica-
tion. Broader evaluations across diverse applications could yield more generalized 
conclusions. 

• Complexity Metrics: While cohesion and coupling provide meaningful insights, 
additional metrics like cyclomatic complexity or maintainability index could further 
enrich the analysis. 

6.3 Practical Implications 

The findings emphasize that the choice of architecture should align with project complex-
ity, team expertise, and scalability requirements. Developers working on enterprise-level 
applications may benefit from adopting VIPER despite its complexity. On the other hand, 
teams with limited resources or simpler applications might find MVP or MVVM to be 
more practical alternatives. 

7 Future Research 

Future studies could explore automated tooling and frameworks to mitigate the setup 
overhead associated with VIPER. Additionally, extending the analysis to include emerg-
ing architectures and their performance with SwiftUI could provide valuable insights 
for the evolving iOS development ecosystem. 

8 Conclusion 

This study explored the modularization challenges in iOS development by analyzing and 
comparing four architectural patterns: MVC, MVP, MVVM, and VIPER. The research 
highlights how architecture selection directly impacts scalability, maintainability, and 
testability. 

Findings indicate that VIPER offers the highest modularity and testability but comes 
with increased complexity and setup overhead. While MVC remains easy to implement, 
it lacks scalability for larger projects. MVP and MVVM provide a balanced approach, 
improving modularity and testability with lower complexity than VIPER. 

By presenting empirical evidence through a practical case study, this research con-
tributes to the advancement of iOS software architecture, encouraging developers to 
adopt patterns that best suit their project needs and expertise. Future research could 
explore hybrid architectures or automated solutions to enhance modularization. 

An emerging direction is the application of AI-driven methodologies to optimize 
software modularization. Recent advancements in structured search mechanisms have 
demonstrated their ability to improve pattern selection and decision-making in com-
plex domains [15]. Drawing inspiration from such AI-driven approaches, future work 
could explore their potential in iOS architectural optimization. AI-powered frame-
works could dynamically evaluate software structures, detect modularity degradation, 
and recommend adaptive refactoring strategies. Integrating AI into software architec-
ture decision-making would enable data-driven, automated modularization, improving 
long-term maintainability, scalability, and development efficiency.
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Abstract. In the contemporary world, mastering a language has passed through 
a massive upheaval. Education for sustainable improvement (ESD) is a complete 
and transformational academic approach that strengthens participatory gaining 
knowledge of and creative, critical, and systemic wondering by connecting peo-
ple and communities. “Education is now not the filling of a pail, however, the 
lights of a fire,” William Butler famously observed. This focuses on the reason for 
ESD and how studying may be more desirable by using two-fold textual content to 
create lifelong learners. For this study, the researcher used a method recognized as 
content- based instructional method (CBIM). This web page presents an overview 
of CBIM, including its benefits and analyzing strategies. CBIM accommodates 
immersion in language classrooms. This learn-about work has quickly protected 
the property of two-fold textual content. The sustainability challenge gives stu-
dents wealthy and compelling occasions to toughen their analyzing comprehension 
abilities. 

Keywords: Two-fold Text · Engineering graduates · Education · Sustainable 
development · Content-based instructional method & Reading skills 

1 Introduction and Background of ESD 

Language learning has undergone a tremendous transformation in the current era. A sus-
tainable development education utilizes participatory learning, creative thinking, critical 
thinking, and systemic thinking to promote holistic and transformative change. 

Education for Sustainable Development provides an exciting vision of an interdis-
ciplinary and learner- centred way to empower students to advance a social and envi-
ronmental agenda in their organizations, communities, and personal lives. In the present 
scenario, educationists, psychologists, researchers, governments & Companies across
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the world. Adopting innovative sustainable practices has realized the importance of min-
imizing negative social and environmental impacts that result from their activities and, 
consequently, achieving superior corporate performance. 

Unfortunately, with a few welcome exceptions, the term’ sustainable education’ 
has often been bundled in by writers as synonymous with ‘Sustainability education,’ 
‘education’ for sustainability, and ‘ESD.’ 

William Butler said once, “Education is not the filling of a pail but the lighting of a 
fire.” This paper mainly focuses on the goal of ESD and how reading is magnified through 
Two-fold text to make students lifelong learners. Hence, the concept of ‘sustainable 
education’ suggests a simple ‘add-on’ of sustainability concepts to some parts of the 
curriculum but a cultural shift in the way we see education and learning. 

The famous quote for “Sustainable Education” is, “A change of educational culture, 
one which develops and embodies the theory and practice of sustainability in a critically 
aware way. It is, therefore, a transformative paradigm which values, sustains, and realizes 
the human potential concerning the need to attain and sustain social, economic, and 
ecological well-being, recognizing that they must be part of the same dynamic” (Sterling, 
2001:22). 

1.1 Statement of the Problem

• The students have difficulty in differentiating the similarities & differences in the 
given texts.

• To test the student’s reading ability in similar/different texts.
• The students are unable to analyze & evaluate the given passage.
• The students are unable to read the passage in the defined time. 

1.2 The Objective of the Study 

Based on the research problems stated above, this study aimed to find out:

• This study looks at college students’ two-fold comprehension.
• For college learners, to increase their cognitive capacity through Two-fold Text (TFT).
• To assess the student’s capacity to comprehend what they are reading.
• TFT is used to help learners enhance their lower and higher-order thinking skills. To 

assess the psychological components of reading,
• To encourage the use of language in reading skills 

1.3 Purpose of the Study

• To prove the new reading approach TRT, as an instructional asset to enhance reading 
comprehension

• To find out whether this novel technique improved students’ cognitive level
• The purpose of the study is to examine the difficulties of the students in analyzing 

two similar texts in an instructed time.
• To find out the reasons and to improve their reading skills.
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1.4 Scope of the Study

• Through TRT, it can be applicable in regular courses
• It can be implemented for competitive exams
• Through Two-Fold Text, the upcoming researchers can do their research from the 

primary to the tertiary level.
• Further research can be done in an extensive reading. 

1.5 Hypotheses of the Study

• To allow students to enrich their rigorous reading in a set timeframe; to enable students 
to think about the given context critically

• To improve students’ grammatical skills
• To encourage language aspects to improve kindergarten to the tertiary level of 

learners’ reading abilities.
• To assess the level of understanding of the learner
• To develop a reading habit and to become lifelong learners and readers 

2 Methodology 

2.1 Research Design 

The present study is a qualitative and innovative research based on TFT. The researcher 
investigated research with 20 samples with pre & post-tests to test psychological & 
language elements in reading for first-year Engineering Graduates learners in Tamil 
Nadu, India.It requires collecting data from the field through classroom observations, 
student profiles, interviews & classroom activities. 

2.2 Research Questions 

This study aimed to determine how the Two-fold Text technique helped the participants 
to improve their reading comprehension. In particular, it sought to answer the following 
questions:

• How is the Two-fold Text technique used in the language classroom?
• How does the Two-fold Text technique improve the reading comprehension of the 

students? 

2.3 Universe of the Study 

The primary aim of using TFT in this study is to gain a more prosperous, more profound 
understanding of the impact of SER on sustaining reading skills development for first-
year Engineering graduate learners by eliciting the experiences of those directly affected 
by SE. To research by applying a new reading approach for the learners in the Language 
classroom environment.
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2.3.1 Intervention Period 

The intervention period for this research was taken around three weeks in the reputed 
college in Tamil Nadu, India. The researcher chose 60 samples of college learners to test 
their psychological & language elements in reading skills. 

The researcher applied methodology as a content-based instructional method (CBIM) 
for this research. This article gives a brief account of CBIM and its advantages & reading 
techniques. CBIM brings immersion learning into the language classroom. 

2.3.2 Content-Based Instructional Method 

It is an effective method that combines both language and content in learning. It has built 
on the principles of communicative language teaching. Because the language classroom 
has to emerge with natural and meaningful communication between learners, this article 
gives a brief account of CBIM and its advantages & reading techniques. CBIM brings 
immersion learning into the language classroom (Figs. 1 and 2). 

2.3.3 Stroller Proposed a Few Advantages of CBIM (1997) 

Fig. 1. Advantages of CBIM

2.3.4 Reading Techniques of CBIM 

2.3.5 Interaction with Teachers and Students about the Reading Skills 

The researcher interacted with the teachers & students before the preliminary study and 
observed a few language classes. There was an interactive social session between the 
students during the observation period and some activities to motivate the students. The 
teachers are excited about the TFT for reading. Even the teachers showed their interest 
in this new technique and improved the confidence level of learners.
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Fig. 2. Reading Techniques of CBIM 

3 Background of the Two-Fold Text 

The term Two-Fold Text (Advance) originated from the Paired Passage (PP) by Jen-
nifer Findley in the United States. She introduced the term PP as a reading activity 
for struggling readers. The paired passage may consist of two passages connected simi-
larly but with different perspectives. For example fiction/non-fiction, fiction/fiction, non-
fiction/non-fiction, historical events, similar themes, characters, settings, biographies 
etc. 

She has investigated her research on paired passages for the primary level with 
pictures. She analyzed that through PP, students started to scaffold the paired passage 
effectively. 

3.1 About Two-Fold Text- 2020 (Advance) 

The study looked at a new reading technique for teaching reading skills in Tamil Nadu, 
India. As a reading researcher, she aimed to implement a new approach to reading 
comprehension, called the Two-Fold Reading Technique-2020 (Advance). There hasn’t 
been any research done yet on this instructional method. However, in the United States, 
it was employed as a reading activity. 

For the first time in India, the researcher created and named a new reading approach 
called “Two- fold Text,” allowing students to connect effectively with two related texts. 
The researcher put this unique technique to the test on high Engineering students. It 
encourages students to think critically and write from a different point of view. It prepares 
students to deal with various texts and analyze them in a set amount of time. This method 
highlights the importance of students studying for their CORE Exams.
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Learning a language is defined as assimilating and processing new knowledge and 
skills, moving them from short-term to long-term memory, and re-using them in another 
context. It sought to determine the relative importance of skills proposed to be famil-
iar to two-text (word reading fluency, annotating the text, analyzing, evaluating, and 
comprehension monitoring). 

In this research article, assets of two-fold text were discussed briefly. (Fig 3) The  
supremacy of sustainability provides rich and engaging contexts for developing students’ 
abilities in reading comprehension. 

3.2 Assets of Two-Fold Text- 2020 (Advance)

Fig. 3. Assets of Two-Fold Text- 2020

4 Sampling Design 

To implement this new approach for the learners, the researcher planned to take samples 
from mid- level learners. And, she selected one particular Engineering College to see 
the effectiveness of this innovative technique. 

The researcher selected samples for this study in the State Board (English medium) 
Engineering College in Tamil Nadu, India. The researcher collected personal information 
through the students’ profiles from first-year Engineering graduate learners. 

The below table. One explains the demography of students’ personal information 
(Table 1). 

4.1 Demography for the College Learners 

Apart from 120 students, only 40 students had taken as samples. The average age of 
students was 17 to 18 years old.
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Table 1. Demography of the college students 

S. No Demography No of Students 

1 Urban 10 

2 Rural 10 

3 1st graduation 12 

4 Educated Family 8 

5 State Board English medium 

4.2 Instruction and Activities

• Students are to read one text and write notes on things they learned that helped them 
understand that topic on the one side of the Two-fold text chart.

• Then students read the second text on a similar topic and write notes on things they 
learned that helped them understand that topic on the other side of the Two-fold text 
chart.

• Students should use the Venn diagram to list out similarities & differences in 
understanding two topics. 

5 Research Evaluation 

The researcher first introduced the two-fold text to the students. Then the researcher 
discussed the new technique. And the students started to think about it for some time. 
Then the students eagerly began to do the task because it was very new to them. Before 
giving them a pre-test, the researcher generally explained the technique and how it works 
on a particular process. The students may experience paired reading or paired activity. 
But they may not hear about the two-fold test, which consists of two-passage similar 
but quite different in the story it may be either fiction/fiction, non-fiction to fiction. The 
researcher gave a pre-test consisting of two passages. 

Read out the two passages given below and list the Similarities & Differences 
in the table: 

Passage-1: Mahatma Gandhi (Freedom Fighters) 
Passage-2: Sardar Vallabhbhai Patel (Freedom Fighters) 

The researcher asked the students to read the first passage once and made them think 
of it. Secondly, the researcher asked the students to read the next passage and think about 
it. She discussed both texts in detail to find out the similarities & differences, identify 
the theme, and point out the main ideas in both texts. Analyze, summarize & evaluate 
both texts. 

The above Table 2 shows that implementing Two-Fold Text to test psychological & 
language elements in reading skills for First-Year Engineering Graduates learners. In 
the research evaluation, students were aware of new techniques, and they were eager 
to do the task without any hesitation. Half of the students understood the method in 
the pre-task and comprehended the two-fold passage. The table shows that the learner’s
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Table 2. Research Evaluation on Psychological & Language Elements in Reading 

Criteria for Research Evaluation Number of Student’s First -Year Engineering Graduates 

SIMILARITIES & DIFFERENCES: 

First -Year Engineering Graduates First -Year Engineering 
Graduates 

Psychological Elements & Evaluation: 

Understanding 10 13 

Analyzing 8 10 

rethinking 7 9 

conceptualizing 8 10 

Language Elements & Evaluation: 

Spelling 15 17 

Punctuation 8 9 

Grammar 8 11 

Comprehension 10 13 

perspective is different by seeing the above elements. Only a few students were thinking 
twice, analyzing & conceptualizing the task. Most of the students were good in their 
spelling but poor in punctuation and grammar in language elements. 

Fig. 4. First -Year Engineering Graduates difference in the Psychological growth Elements 

The researcher gave more practice to understanding the new technique for the stu-
dents (Fig 4). The Student’s cognitive ability is improved, allowing him to comprehend 
the new method. During the intervention period, the researcher assigned simple TFT 
tasks. According to the above bar chart, half of the students performed poorly in the 
research evaluation in analyzing, rethinking, and envisioning the two-fold text (Fig 5). 
Simple tasks with a clear understanding of the given passage can help develop the 
learner’s psychological level.
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To be a fluent reader & writer, every learner should be familiar with psychological & 
language elements in reading comprehension. However, the students need more practice 
and different tasks to improve their reading comprehension. 

Fig. 5. First -Year Engineering Graduates difference in the growth Language Elements 

6 Significant Findings, Results and Discussion 

The Student’s competence level was deficient due to their lack of knowledge of the 
supplied context, as shown in the bar chart above. Only half of the students in the study 
could comprehend the two-fold text. The students’ grammar and punctuation are so bad. 
Knowing the grammar rules in a language makes a difference in understanding the work. 
Because there are people who are wrong readers and fluent readers, it depends on the 
Student’s cognitive and reading abilities. Students’ comprehension was average before 
the TFT implementation. If the learner comprehends the content, their language skill 
level will immediately improve. 

Comprehension is the ultimate goal of the reading process. Implementing TFT for 
students to improve their linguistic aspects in reading resulted in improvement, as shown 
in the bar chart above. The kids’ spelling and comprehension skills were excellent in 
both the pre-and post-tests. Punctuation and grammar were weak among the students. 
This issue may occur in learners due to their social context or from their childhood. 
However, a varied form of learning with different objectives can influence any learner’s 
language competency. 

7 Conclusion 

Students may interrogate a range of texts in this digital era to shape their decision-
making, problem- solving, critical thinking, & social skills with sustainability. Reading 
always plays a significant role for every individual because it shapes their personality. 

Reading comprehension assists students in developing the skills necessary through 
TFT helped the learners to understand, conceptualize, analyze, evaluate, interact and 
communicate ideas and information related to actions for sustainable futures. The learn-
ers can develop their understanding and skills necessary to act responsibly and create 
texts that inform and persuade others to take sustainable futures.
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TFT technique can enhance students reading accuracy, fluency, text structure, reading 
speed, and grasping the text in the defined time. The content-based instruction, language, 
and literacy strands are crucial to improving and sharing social, cultural, economic, and 
worldviews that promote social justice. Through outcomes of the results investigated by 
the researcher, Two-fold text has proved a positive outcome for students in their reading. 
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Abstract. Intrusion Detection systems (IDSs) are crucial for alleviating and 
detecting cybersecurity attacks. Conventional signature-based IDSs, such as Snort, 
effectively detect known attacks but struggle with novel and budding threats. 
Machine learning (ML) has emerged as a controlling tool for developing IDSs by 
identifying attack patterns, improving anomaly detection and reducing false pos-
itives. This paper reviews various ML techniques applied to intrusion detection, 
analysing their performance across different datasets and attack trends. Super-
vised, unsupervised and deep learning approaches are explored, highlighting their 
strengths and limitations. Furthermore, the integration of ML with Snort is dis-
cussed as a hybrid method to enhance detection accuracy and adaptableness. 
Whilst ML-based IDSs show significant promises, challenges such as dataset qual-
ity, adversarial attacks and computational constraints remain. Upcoming research 
should put effort into lightweight models, real-time processing and explainable 
artificial intelligence to improve practical deployment. This review’s findings 
focus on the capability of ML-driven IDSs to deliver resilient and adaptable 
solutions for cybersecurity. 

Keywords: Intrusion Detection System (IDS) · Machine Learning · Snort 

1 Introduction 

The risk of cyberattacks is increasing with the surge in internet usage. These attacks 
are often unprecedented, requiring advanced techniques for their detection. An intrusion 
detection system (IDS) analyses traffic on the network to identify malicious behaviour 
[1]. IDSs have been a vital element of security architecture in most organisations, as 
network attacks become increasingly frequent and destructive [2].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
R. Silhavy and P. Silhavy (Eds.): CSOC 2025, LNNS 1562, pp. 347–366, 2026. 
https://doi.org/10.1007/978-3-032-04725-0_22 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-032-04725-0_22&domain=pdf
http://orcid.org/0009-0001-0383-5228
http://orcid.org/0000-0002-4961-6864
http://orcid.org/0000-0002-8239-1409
http://orcid.org/0000-0001-6546-8083
https://doi.org/10.1007/978-3-032-04725-0\sb {22}


348 S. A. Alfaris et al.

Whilst computer networks are being expanded with several new gadgets every day, 
the security of computer networks is being threatened by these new implements [3]. The 
actions are monitored by an IDS within a specific environment, such as network traffic, 
syslog entries or system calls of a particular operating system, to determine if they signify 
an attack or legitimate usage. Generally, these systems are categorised into two types: 
host-based IDSs (HIDSs) and network-based IDSs (NIDSs). HIDSs are deployed on 
individual hosts to monitor system-related data, whereas NIDSs analyse feature vectors 
that encapsulate summarised data on network traffic over a specified period. 

This methodology, although sustaining acceptable false alarm rates, is applicable 
solely to known attacks; hence, numerous methods exist for intrusion detection, com-
monly branded as signature- or anomaly-based [4, 5]. Machine learning (ML), which 
is a subset of artificial intelligence (AI), possesses the potential to autonomously derive 
significant insights from extensive datasets. This capability has rendered it a formidable 
instrument for the development of IDSs. As a result, academics have increasingly con-
centrated on exploiting ML approaches to improve the effectiveness and accuracy of 
IDSs [6]. 

The application of ML approaches to improve anomaly and misuse detection in IDSs 
has garnered increasing attention recently, indicating major advancements in security 
technologies [7]. Numerous supervised classification methods, such as support vector 
machines (SVMs), logistic regression (LR), random forest (RF), decision trees (DTs), K-
nearest neighbour (KNN) and Tree C4.5, have been tested in this setting. For increasing 
detection rates and decreasing false positives, fuzzy neural networks modelled after 
nature have also been investigated [6, 8]. 

The main contribution of this paper is illustrated in the following points:

• Provides a detailed analysis of various machine learning techniques, including super-
vised, unsupervised, and deep learning methods, assessing their effectiveness in 
intrusion detection.

• The study compares ML based IDSs using multiple datasets, showing their strengths 
and weaknesses in detecting different cyber attacks.

• The paper focuses on integrating ML with Snort to enhance detection accuracy and 
adaptability against zero-day attacks.

• The paper highlights challenges such as dataset quality, attacks, computational cost, 
and real-time deployment constraints, providing a roadmap for future improvements.

• This review outlines future research avenues to make ML based IDSs more practical 
and resilient. 

The paper is organized as follows: Sect. 2 gives background information about IDS, 
ML and Snort. Sect. 3 explains ML based IDS’s. Sect. 4 shows the integration of Snort 
with ML techniques. Sect. 5 shows conclusion.
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2 Background 

2.1 Intrusion Detection System (IDS) 

IDSs are essential for monitoring network activity and detecting potential security 
breaches. They are a professional tool utilised in cybersecurity frameworks to identify 
and classify intrusion assaults. Conventional IDSs predominantly depend on signature-
based techniques, which are constrained in their capacity to identify novel and advanced 
threats [9]. The primary points of IDSs are as follows: 1) responding to suspicious activ-
ities, 2) generating alerts, 3) analysing network behaviour and 4) monitoring hosts and 
networks [10]. Generally, IDSs can be categorised in two primary ways, namely, 1) 
categorisation based on method and 2) cataloguing based on the checked platform, as 
shown in Fig. 1. 

Fig. 1. IDS components 

On the basis of the supervised platform, IDSs are classified into two categories: 
HIDSs and NIDSs. HIDSs observe and evaluate the activity on the host system where they 
are implemented [11]. They can analyse aspects of the system’s dynamic performance. 
State NIDSs oversee network traffic to identify remote assaults conducted via a network 
connection. They are employed in networks to analyse traffic traversing the devices on 
which they are installed. They may be a system founded on hardware or software. NIDSs 
typically have twin network interfaces: one for monitoring network traffic and the other 
for reporting and management operations [12]. 

2.2 ML Techniques 

The algorithms used by ML technologies address difficult issues that frequently have sig-
nificant social impact; they are primarily classified into four groups: supervised learning, 
unsupervised learning, reinforcement learning (RL) and semisupervised learning [13]. 
ML denotes the capacity of systems to acquire knowledge from task-specific training 
data, facilitating the automated creation of analytical models for addressing associated 
problems. It functions on the basis of analysed data, rendering decisions with a specific 
likelihood. ML primarily revolves around prediction, utilising existing data to forecast 
future events [14], as shown in Fig. 2. 

Supervised Learning: Supervised ML first uses input and output datasets and then 
develops algorithms that model the data [15].
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Fig. 2. ML algorithm 

Unsupervised Learning: No dataset training phase is included in unsupervised ML. 
With this paradigm, the system’s decision-making is limited to its current configuration. 

RL has attained remarkable effectiveness in numerous intricate decision-making 
tasks. However, safety concerns arise when implementing RL in practical applications, 
resulting in an increasing demand for safe RL algorithms, particularly in autonomous 
driving and robotics contexts [16, 17]. 

2.3 Snort 

Snort is a sophisticated open-source system for intrusion detection and intrusion preven-
tion, providing real-time analysis of network communications and extensive logging of 
data packets. It was developed in 1998 by Martin Roesch and has subsequently emerged 
as a groundbreaking NIDS innovation [18]. Initially, Snort evolved into a robust stan-
dalone IDS following numerous modifications. Snort has undergone multiple modifi-
cations since its introduction, and its capability has expanded to the extent that it may 
be utilised in various contexts [19]. These remarkable attributes have facilitated Snort’s 
emergence as one of the most effective IDSs currently available, utilised by numer-
ous individuals and enterprises, including most government agencies and commercial 
organisations. Snort employs a three-part modular architecture with a packet decoder, a 
detection engine and an output module, facilitating rapid interpretation of network data 
[20]. This modular structure allows the user to implement reasonably intricate policies 
and address a broad spectrum of threats, ranging from denial-of-service (DoS) attacks 
to unconventional methods of entry. Snort’s defining feature is its modifiability. The 
rule-dependent language enables users to rapidly formulate intricate logic for identify-
ing various disruptive and suspicious activities. It can rapidly adapt to a diverse array of 
threats due to regular alterations in the detection protocols. Snort incorporates signature-
based detection, utilised to analyse raw packets for specified malicious data patterns, 
and anomaly-based detection, which compares packets against a recognised baseline 
standard [21, 22]. Figure 3 shows the Snort architecture. 

The sniffer captures packets directly from the network. It operates at the data con-
nection layer of the Open Systems Interconnection (OSI) framework to acquire raw data 
from the network interface card for examinations.
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Fig. 3. Snort architecture 

The preprocessor collaborates with Snort to examine and alter data packets prior to 
their arrival at the detection engine, hence augmenting its capacity to ascertain if a packet 
is linked to an intrusion attempt. The detection device is the chief section of the Snort 
system, responsible for spotting any intrusion activities within a packet. The logging and 
alerting system employs the detection engine’s findings within a package to log actions 
or generate alerts. 

Snort is a rule-based NIDS that detects attacks in accordance with defined rules; if 
a specific attack type is not included in the ruleset, Snort cannot identify that attack [23, 
24]. 

3 Integration of IDS with ML 

Recent studies have investigated the incorporation of ML methodologies into IDS, 
emphasising enhancements in detection accuracy and the resolution of challenges asso-
ciated with imbalanced datasets. The integration of ML methods into IDS signifies a 
substantial enhancement in fortifying cybersecurity frameworks. Furthermore, through 
ML, IDS can accomplish improved capabilities, such as more accurate anomaly detec-
tion, diminished false-positive rates and the capability to recognise intricate, changing 
assault patterns. This study explores the application of ML in IDS, categorising the 
approaches on the basis of the ML algorithms, datasets and attack types. 

3.1 ML Algorithms 

The robust methodologies such as SVMs and genetic algorithms (GAs) are used in 
classification tasks, particularly in IDSs. SVMs proficiently delineate data within high-
dimensional spaces, whilst GAs enhance SVMs’ hyperparameters via evolutionary tech-
niques. This combination attains an exceptional accuracy of 0.999, including a true pos-
itive rate of 0.9987 and a minimal false negative rate of 0.012. In the CSE-CIC-IDS 
2018 dataset, SVM attained 100% accuracy, exhibiting flawless precision, recall and 
specificity. Furthermore, the incorporation of SVM with convolutional neural networks 
(CNNs) and recurrent neural networks inside the CRSF framework for the Internet of 
things (IoT) produced exceptional metrics, achieving an accuracy of 0.9959 and an AUC 
of 0.9977, thereby guaranteeing dependable intrusion detection [25–27]. 

The RF technique is utilised for its capacity to manage extensive datasets, mitigate 
overfitting and attain excellent classification accuracy, achieving 98.3% with NSL-KDD
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dataset and 99.99% with Bot-IoT dataset, despite certain recall constraints with NSL-
KDD dataset. In addition to RF, long short-term memory (LSTM) and multilayer percep-
tron (MLP) are employed for comparative analysis, with LSTM proficiently identifying 
serial patterns in network traffic, attaining an accuracy of 99.94% and an F1-score of 
91.66%, thus illustrating the superiority of sequential anomaly detection to conventional 
techniques [4, 28]. 

Other algorithms such as Naive Bayes (NB), LR, DT and Stochastic Gradient Descent 
(SGD) constitute an ensemble model via a voting classifier to improve the precision 
of IDSs. The assessment of this methodology using the CICIDS2017 dataset showed 
substantial enhancements in binary and multiclass arrangements. The ensemble model 
significantly diminished false alarm rates whilst improving the detection of diverse attack 
types, exceeding the performance of current models in both aspects [29, 30]. 

XGBoost, gradient boosting, extra trees and MLP methods were also assessed for 
intrusion detection. The former three demonstrated superior performance, with up to 94% 
accuracy in binary classification and 92% in multiclass classification. Models trained on 
the new IDSAI dataset attained over 90% accuracy when evaluated using the Bot-IoT 
dataset, illustrating their efficacy in real-world intrusion detection [30]. 

Meanwhile, various unsupervised ML techniques were assessed for intrusion detec-
tion in consideration of their capacity to identify anomalies without labelled datasets, 
facilitating the detection of known and zero-day assaults. Although strong classification 
performance was attained on specific datasets, generalisability markedly diminished on 
novel datasets. Autoencoder (AE), one-class SVM, isolation forest (I-forest) and Prin-
cipal Component Analysis (PCA) indicated an average accuracy reduction of 25.63%. 
AE attained the greatest AUROC of 0.9775 and an F1-score of 0.9616, succeeded by 
one-class SVM with an AUROC of 0.9705 and a recall of 0.9920. I-forest and PCA 
achieved AUROCs of 0.9584 and 0.9373, respectively. I-forest demonstrated compara-
ble outcomes whilst exhibiting superior computational efficiency, utilising about 10% 
of CPU resources in contrast with 16% for alternative techniques [31, 32]. 

Other unsupervised ML techniques include K-means ++, DBSCAN and local outlier 
factor (LOF). K-means++ attained 95% purity, demonstrating strong prediction accu-
racies of 95% for normal data and 99% for aberrant data. DBSCAN and LOF, on the 
contrary, did not achieve the performance levels of K-means++ in identifying DDoS 
and DoS attacks. The AE method proved proficient at detecting anomalies, managing 
unlabelled data and differentiating amongst various assault kinds. It diminished false pos-
itives and augmented sensitivity in industrial control systems (ICSs), hence increasing 
security response and alert processing [33, 34]. 

Multiple ML and deep learning techniques have been employed for intrusion detec-
tion in IoT environments, resulting in notable improvements in accuracy and perfor-
mance. RF, SVM, KNN and stacked models utilising feature extraction techniques such 
as VGG-16 and DenseNet attained elevated accuracy, with VGG-16 and stacking achiev-
ing 98.3%. Explainable AI (XAI) methodologies, like RuleFit, LIME and SHAP, have 
augmented the interpretability of deep neural network (DNN) systems, fostering trust 
and surpassing benchmarks on datasets such as NSL-KDD and UNSW-NB15. Amongst 
deep learning models, CNN achieved the greatest accuracy of 98.61%, exceeding that 
of DNN and LSTM, whilst CNN-LSTM highlighted the essential importance of dataset
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balancing in enhancing SCADA-based intrusion detection metrics. Hyperparameter opti-
misation via grid search enhanced lightweight IDSs, attaining 92.69% accuracy whilst 
decreasing feature utilisation by 79.93% [35–39]. 

Numerous ML techniques have been assessed for IDSs. RF attained the best accuracy 
in binary classification at 98.6%, whilst LR excelled in multiclass classification with 
an accuracy of 98.3%. MLP attained 97.8% accuracy in binary classification, whilst 
LSTM excelled in multiclass classification with 93.4% accuracy. Classical ML models, 
such as DTs, attained 77.8% accuracy on NSL-KDD by utilising 41 characteristics, 
whereas DNNs obtained 75.9% accuracy with six SDN features. The integration of 
PCA and DNN surpassed all alternatives, achieving a test accuracy of 79.3%, thus 
illustrating the advantages of dimensionality reduction for enhanced detection [40, 41]. 
The advanced techniques like XGBoost, gradient boosting and neural networks including 
LSTM and GRU manage intricate patterns. IDSs are mainly integrated with DT, SVM, 
RF and KNN given their resilience and precision. Supervised learning prevails, utilising 
datasets such as KDDCup1999 and CICIDS 2017, but ensemble methods like RF provide 
superior precision. Unsupervised techniques such as K-means++ and AEs are ancillary 
yet beneficial for unlabelled data. 

3.2 Datasets and Feature Selection 

ML techniques were assessed for intrusion detection by utilising diverse datasets. The 
CIC-IDS-2017 and CSE-CIC-IDS-2018 datasets are utilised to evaluate unsupervised 
ML approaches to intrusion detection, focusing on the detection of known and zero-day 
attacks. CIC-IDS-2017 records authentic network activity over a 5-day period with sim-
ulated human interactions. It concentrates on web-based attacks, including brute force, 
cross-site scripting (XSS) and SQL injection [44]. It comprises 78 features, underscoring 
the significance of feature selection in enhancing model performance. CSE-CIC-IDS-
2018 expands this dataset, utilising 500 machines on AWS. Both datasets, containing 
67 post-preprocessing features, encompass essential flow identification and statistical 
aspects, including source and destination IP addresses, flow duration, packet counts 
interarrival time metrics and more parameters. These features provide a rigorous assess-
ment of ML models, highlighting their generalisation capability across various datasets 
[31, 32]. 

CIC-IDS 2017 facilitates deep learning models (DNN, LSTM, CNN) via preprocess-
ing, PCA-based feature reduction and label encoding. The Morris Power and CIC-IDS 
2017 datasets examine data imbalance and balancing methodologies, emphasising PCA 
and attack-pattern recognition. In addition, the CICIDS2017 dataset is fundamental for 
assessing the efficacy of an ensemble-based intrusion detection model, providing a solid 
foundation for identifying malicious actions and improving accuracy in multiclass and 
binary classification contexts. The primary emphasis is on evaluating and contrasting four 
feature collection methods to determine the most pertinent features, therefore enhancing 
the model’s efficacy in tackling various intrusion detection issues [25, 27, 30, 34, 38]. 

The CSE-CIC-IDS 2018 dataset, centred on social media incursions, entails the 
selection of features including duration, packet counts and bytes, succeeded by dimen-
sionality reduction and data normalisation, culminating in a refined dataset comprising 
32 features for model training [30, 34].
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The BoT-IoT dataset simulates authentic network settings featuring regular and bot-
net traffic, encompassing DDoS, DoS and reconnaissance assaults. Acquired from the 
University of Canberra, it encompasses 69.3 GB containing over 72 million samples and 
demonstrates class imbalance. Out of 26 original features, 12 were preserved, omitting 
IP addresses and machine time to prevent unpredictability and overfitting. Dimension-
ality reduction revealed six primary components accounting for 85% of the variance. A 
supplementary dataset, gathered from seven security devices, encompassing commercial 
and open-source systems such as Snort and Suricata, emulates authentic security alarms 
across several attack scenarios. Attributes such as risk level and IP attacker underwent 
preprocessing by labelling and one-hot encoding, facilitating the efficient detection of 
security risks in diverse situations [33, 34]. 

The IEEE DataPort dataset, with over 800 instances from normal and malicious traffic 
in binary visualisation format, serves as a baseline for IDS, highlighting image-based 
extraction of features and classification. 

The KDDCup99 dataset, which includes network traffic categorised as normal or 
invasive, was analysed using a hybrid method that integrates GAs and SVMs to decrease 
the feature set from 42 to 29, hence enhancing detection efficiency. TON_IoT-Datasets 
sought to evaluate intrusion detection in industrial IoT settings by identifying features 
pertinent to attack types, preparing missing data, implementing one-hot encoding and 
standardising the data to improve detection accuracy. The BotIoT-2018 and N-BaIoT-
2021 datasets enhance lightweight IoT intrusion detection through the implementation 
of ridge regression-based feature selection methods, such as significance and correlation 
coefficient-based selection, to achieve increased efficiency [25–27, 35–39]. 

Coburg Intrusion Detection Data Set-001 offers network traffic data gathered over 
4 weeks from a simulated small company setting and an external server, intended for the 
assessment of anomaly-based IDSs. Important characteristics include source and desti-
nation IP addresses, network ports, transport protocols (ICMP, TCP, UDP), TCP flags, 
service types, flow time, sent bytes and packet counts, which facilitate the identification 
and classification of cyberattacks. The NSL-KDD and Bot-IoT datasets facilitate the 
creation of a cloud-based intrusion detection model utilising an RF classifier and feature 
engineering. Features, including byte counts from NSL-KDD and numerical state repre-
sentations, together with standard deviation from Bot-IoT, are selected via visualisation 
and correlation analysis to improve detection accuracy and cloud security [4, 28]. 

Two principal datasets, UNSW-NB15 and NSL-KDD, are employed to improve net-
work intrusion detection through ML and DNNs. These types of datasets focus on net-
work and IoT-related threats, employing features including src_bytes, network services, 
time-to-live (sttl) and protocols. UNSW-NB15 integrates authentic normal operations 
with synthetic contemporary attack behaviour, comprising over 2 million records with 
49 attributes and 9 attack categories, including fuzzer, backdoor and DoS. NSL-KDD, 
an enhancement of the KDD dataset, rectifies issues such as duplicate entries and low-
footprint assaults, providing categories including DoS, remote to local (R2L), user to 
root (U2R) and probing. Feature selection is crucial, as the Pearson correlation tech-
nique identifies five significant features in UNSW-NB15 and nine in NSL-KDD. PCA 
reduces the 41 features of the NSL-KDD dataset, which encompass basic, content-based 
and traffic-based categories, to 15 features for DNN models. A minimal subset of six
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characteristics, including protocol type, source bytes, duration and destination bytes, is 
further examined for optimal classification [40, 41]. 

The ICS-Flow dataset is intended to evaluate ML-based IDSs within ICSs, pro-
viding network data and process state variable logs for supervised and unsupervised 
assessments. It comprises standard and irregular network packets from simulated ICS 
components, with abnormalities resulting from diverse cyberattacks. The dataset com-
prises flow features (source and destination addresses, network protocol), general fea-
tures (23 common qualities) and TCP features (24 characteristics, including flags, time 
to live, window size and delays). The NSL-KDD dataset is utilised to develop an IDS 
using several ML algorithms, incorporating feature selection methods such as ANOVA 
F-test and recursive feature elimination (RFE) whilst maintaining 13 pertinent char-
acteristics. Furthermore, the UNSW-NB15 and NF-UNSW-NB15 datasets are utilised, 
with UNSW-NB15 comprising approximately 2 million records and 49 attributes and 
NF-UNSW-NB15 encapsulating these flows in NetFlow format. Feature selection is 
conducted, utilising MaxAbsScaler for feature scaling, enhancing model fidelity by 
preserving critical features and discarding extraneous data [42–46]. 

The IDSAI dataset, intended for the assessment of IDSs in IoT networks, comprises 
1,000,000 samples, including 500,000 nonintrusion samples and 500,000 intrusion sam-
ples, uniformly dispersed across 10 distinct types of intrusions. This dataset is utilised 
to estimate the efficacy of diverse ML methods in identifying intrusions within IoT 
communications and to contrast model generalisation across multiple datasets, with the 
objective of enhancing IDS accuracy and dependability. The dataset comprises 19 essen-
tial post-preprocessing features, including frame length, UDP packet length, IP TTL, 
time delta between frames, ICMP packet type, quality of service labels and several IP 
and TCP flags that denote the state of network packets [30]. 

IDSs are improved by optimised datasets and feature selection using ML. Promi-
nent datasets such as UNSW-NB15, CIC-IDS-2017 and IoTID20 present various attack 
scenarios, including DoS, DDoS and IoT-specific vulnerabilities. Key characteristics 
encompass packet lengths, flow durations, TCP/IP flags and traffic metrics. Techniques 
such as PCA and RFE enhance accuracy by minimizing dimensionality, facilitating effi-
cient and adaptive intrusion detection. Table 1 shows basic information about the most 
commonly used datasets in this field. 

Table 1. Comparison of IDS datasets 

Dataset Name Source & Year Purpose No. of 
Features 

Size (or 
No. of 
Samples, 
Records) 

Attacks Data Source 

KDDCup99 UCI, 1999 Network 
intrusion 
detection 

41 ~5 
million 
records 

DoS, Probe, 
R2L, U2R 

DARPA 98 
dataset

(continued)
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Table 1. (continued)

Dataset Name Source & Year Purpose No. of
Features

Size (or
No. of
Samples,
Records)

Attacks Data Source

UNSW-NB15 UNSW 
Canberra, 
2015 

Network 
intrusion 
detection 

49 2,540,044 
records 

Backdoors, 
DoS, Exploits, 
Fuzzers, 
Analysis, 
Generic, 
Reconnaissance, 
Worms 

Real and 
synthesized 
traffic using 
IXIA 
PerfectStorm 

NSL-KDD University of 
New 
Brunswick, 
2009 

Network 
intrusion 
detection 

41 125,973 
(train) + 
22,544 
(test) 
records 

DoS, Probe, 
R2L, U2R 
without 
duplicates 

Refined 
version of 
KDDCup99 

CIC-IDS-2017 Canadian 
Institute for 
Cybersecurity, 
2017 

Network 
intrusion 
detection 

78 Over 2.8 
million 
flows 

Brute Force, 
DoS, Web 
Attack, etc. 

Generated in 
a controlled 
environment 

TON_IoT UNSW 
Canberra, 
2020 

Cybersecurity 
applications 
for IoT 

Varies with 
dataset 
(Telemetry, 
OS, 
Network) 

includes 
millions 
of records 

Various 
IoT/IIoT related 
attacks 

Telemetry, 
OS, and 
Network 
traffic 

BoT-IoT UNSW 
Canberra, 
2017 

Botnet 
attacks 
detection in 
IoT 

43 (3 – 72) 
million 
records 

OS & Service 
Scan, 
Keylogging, 
Data 
Exfiltration, 
DDoS, DoS, 

Realistic 
network 
environment 
in Cyber 
Range Lab 

CSE-CIC-IDS-2018 Canadian 
Institute for 
Cybersecurity, 
2018 

Network 
intrusion 
detection 

80 ~16 
million 
instances 

Various 
including DoS, 
DDoS, Brute 
Force 

Big data 
approach 
with real 
traffic 

IoTID20 Cooja 
Simulator in 
Contiki-OS 

Anomaly 
detection in 
IoT networks 

86 625,784 Blackhole 
Attack among 
others 

Generated 
using Cooja 
Simulator 
(Contiki-OS) 

ICS-Flow industrial 
control 
system (ICS) 

Intrusion 
detection in 
Industrial 
Control 
Systems 

15–50 Hundreds 
of 
thousands 
to a few 
million 
records 

IP-Scan 
Port-Scan 
Replay, DDoS 
MitM 

Typically, 
from 
industrial 
environments 

IoT2023 UNB CIC, 
2023 

IoT malware 
and benign 
traffic 
analysis 

46 Network 
traffic of 
100 IoT 
devices 

7 types of 
malware attacks 

Captured in a 
controlled 
environment
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3.3 Attack Types 

Many types of attacks targeting networks and the IoT environment have become common 
in recent years. The most famous of these attacks are as follows: Dos, DDoS, SYN 
flooding, ICMP echo request flood, Slowloris, GoldenEye, Hulk, SlowHTTPTest, DDoS 
MAC flood, botnet attacks, brute force, reconnaissance, scanning, port scan, ping scan, 
exploits, fuzzers, web attacks, injection, SQL injection, XSS, MitM, ARP spoofing, IP 
fragmentation, U2R, root to local (R2L), shellcode and infiltration. All these types of 
attacks have been addressed, and methods for detecting them have been established using 
well-known IDSs such as Snort and improving them by integrating them with some ML 
methods. Techniques adopted in dealing with each type of attack using different ML 
approaches are reviewed in Table 2. 

Table 2. Previous studies (IDS and ML) 

Authors and Year Algorithms Dataset Attacks Result 

Milan 
Samantaray & 
et al. /2024 

SVM, LR, KNN, 
NB, RF and DT 

UNSW-NB15 
(DS-1) and 
NF-UNSW-NB15 
(DS-2) 

DoS, Exploits, 
Fuzzers, 
Backdoor, 
Shellcode, 
Worms 

Accuracy 
increased from 
60% to 94% by 
the application 
of 
MaxAbsScaler 
for feature 
scaling 

Fatimetou Abdou 
Vadhil & et al. 
/2024 

DT, LR, RF, 
AdaBoost, GNB, 
and ensemble 
methods. 

CIC-IDS-2017 SQL Injection, 
Cross-Site 
Scripting (XSS), 
Brute Force 

The ensemble 
technique 
attained an 
accuracy of 
99.57%, 
exhibiting 
elevated 
precision, 
recall, and 
F1-score. 

Belal Al-Fuhaidi 
& et al. /2024 

RF, DT, SVM 
and KNN 

NSL-KDD dataset DoS, Probe, 
(U2R),(R2L) 

The model 
exhibited a 15% 
enhancement in 
intrusion 
detection 
accuracy 
compared to 
prevailing 
methods.

(continued)



358 S. A. Alfaris et al.

Table 2. (continued)

Authors and Year Algorithms Dataset Attacks Result

Young In Jang, 
Seungoh Choi & 
et al. /2024 

Autoencoder 
(AE) 

Security alerts 
from multiple 
systems within a 
testbed. 

HTTP, MySQL, 
SMB, DCERPC, 
DDoS 

The model 
successfully 
distinguished 
between attack 
types and 
minimised false 
alerts in both 
scenarios. 

Gutierrez-Portela 
Fernando & et al. 
/2024 

K-means ++, 
DBSCAN, Local 
Outlier Factor 
(LOF), Isolation 
Forest (I-forest) 

BoT-IoT DDoS, DoS, 
reconnaissance 

K-means++: 
95% purity and 
accuracy 
(normal), 99% 
(aberrant). 
Isolation 
Forest: 
Comparable 
outcomes, 
enhanced 
efficiency. 

Abdulazeez 
Khlaif Shathir 
Alsajri & et al. 
/2023 

SVM and (GA) KDDCup99 DoS, Probe, 
R2L, U2R 

The SVM-GA 
hybrid model 
attained an 
accuracy of 
99.9%, a true 
positive rate of 
99.87%, and a 
false negative 
rate of 1.2%. 

Dhiaa Musleh & 
et al. /2023 

RF, KNN, SVM, 
and VGG-16 

IEEE Dataport Various IoT 
attack 

The maximum 
accuracy gained 
was 98.3% 
using VGG-16 
in conjunction 
with stacking.

(continued)
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Table 2. (continued)

Authors and Year Algorithms Dataset Attacks Result

Asaad Balla & 
et al. /2023 

(CNN-LSTM) Morris power 
dataset, 
CICIDS2017 
dataset 

DoS, DDoS, 
Botnet, 
PortScan, web 
attacks. 

Balanced 
datasets 
enhanced the 
accuracy, 
precision, 
recall, and 
F1-score of 
SCADA IDS 
compared to 
unbalanced 
datasets. 

Fuat  Türk & et al.  
/2023 

RF, LR, 
Multi-Layer 
Perception and 
LSTM 

UNSW-NB15, 
NSL-KDD 

Fuzzer, 
Backdoor, DoS, 
Reconnaissance 

Reached 98.6% 
accuracy for 
binary 
classification in 
UNSW-NB15 
and 97.8% in 
NSL-KDD. 

Jinsi Jose & et al. 
/2022 

DNN, LSTM and 
CNN 

CIC-IDS 2017 Various types of 
attacks in (IoT) 
environment 

DNN: 94.61% 
accuracy, 
LSTM: 97.67% 
accuracy, CNN: 
98.61% 
accuracy 

Hanaa Attou & 
et al. /2022 

RF Bot-IoT, 
NSL-KDD 

DOS, DDOS, 
Port Scan, MitM, 
SQL injection 

Achieved 
98.3% accuracy 
(ACC) with 
NSL-KDD and 
100% ACC 
with Bot-IoT. 

Nuno Oliveira & 
et al. /2021 

RF, MLP and 
LSTM 

CIDDS-001 DoS, Brute 
Force, Ping 
Scan, Port Scan 

LSTM attained 
99.94% 
accuracy and 
91.66% 
F1-score, 
indicating 
exceptional 
anomaly 
detection 
efficacy.

(continued)
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Table 2. (continued)

Authors and Year Algorithms Dataset Attacks Result

Adeel Abbas & 
et al. /2021 

Ensemble-based 
model using LR, 
NB, DT with a 
voting classifier 

CICIDS2017 Several 
cyber-attacks 
including 
zero-day attacks 

Enhanced 
precision 
compared to 
existing models 
in both binary 
and multi-class 
categories. 

Shisrut Rawat & 
et al. /2020 

DT, Extra Tree, 
Light GBM) and 
DNN 

NSL-KDD DOS, Probe, 
U2R, R2L 

The DNN 
utilising PCA 
had the highest 
test accuracy of 
0.793, 
surpassing that 
of traditional 
models. 

4 Integration of Snort with ML 

Snort, a prevalent open-source IDS, plays an essential role in network safety. Nonethe-
less, its dependence on rule-based detection frequently leads to elevated false positive 
rates and restricted adaptability to emerging threats. Investigations exploring the inte-
gration of ML methodologies have demonstrated efficacy in tackling these difficulties. 
Utilising various ML methods can substantially enhance Snort’s detection accuracy 
and diminish false positives. This integration augments Snort’s capacity to detect novel 
and sophisticated threats whilst enhancing its operational efficacy, rendering it a more 
resilient solution to contemporary cybersecurity concerns. The combination of SVMs 
with Snort and analogous IDSs has demonstrated significant effectiveness in detecting 
various cyberattacks. Applying datasets such as CICIDS and NSL-KDD, SVM attained 
detection accuracies of up to 99% for DoS and DDoS assaults, as well as probe and 
TCP-SYN flooding attacks, with false positive rates as low as 0.6% and recall rates 
exceeding 100% [23, 47]. 

Hybrid methodologies integrating SVM with algorithms like J48 have enhanced 
detection capabilities to encompass DNS amplification and tunnelling assaults, sustain-
ing precision rates of 99% and obtaining 0% missed detections in certain instances [48, 
49]. Snort SVM amalgamates packet capture and filtering methodologies to augment 
intrusion detection inside an open-source architecture. Utilising a dataset of 1,042,455 
packets collected over 6 days, which includes protocols such as FTP, SSH and HTTP, it 
proficiently detects threats including DoS assaults, SQL injections and malware dissem-
ination. Performance measurements indicate a precision of 99%, a recall of 100% and an 
F1-score of 100%, accompanied with a false positive rate of 0%. Operational efficiency
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is evidenced by 44.3% CPU utilisation, 32.1% memory usage, 0.72 kWh energy con-
sumption and 20.651 s execution time, highlighting its proficiency in real-time detection 
and prevention [7, 53]. 

Integrating Snort with ML algorithms such as SVM, RF, KNN and DTs improves 
anomaly detection in network traffic. Utilising datasets such as NSL-KDD, IoT traffic 
data and publicly available DDoS attack datasets, these models proficiently identify 
assaults including DDoS (e.g. SYN and UDP floods), probing and privilege escalation. 
RF attained a high accuracy of 99.30% in binary classification and 97.64% in multiclass 
detection, whereas SVM demonstrated superior performance with 99.3% accuracy for 
DoS attacks and 98.4% for probe attacks. These integrations diminish false positives 
and surpass conventional signature-based approaches, exhibiting enhanced accuracy in 
distinguishing between benign and malicious data [5, 50–52] (Table 3). 

Table 3. Previous studies (SNORT and ML) 

Authers and year Algorithms Dataset Attacks Result 

Ouafae El Aeraj 
& et al. /2024 

SVM CICIDS DDoS, DoS, 
TCP-SYN 

99% accuracy, 
0.6% FPR, 100% 
recall 

Dimas Febriyan 
Priambodo & 
et al. /2024 

SVM NSL-KDD DoS and Probe 
attacks 

Attaining a 99% 
detection rate for 
DoS attacks and 
98% for Probe 
assaults. 

Usman Haruna 
Garba & et al. 
/2024 

SVM, LR, DT 
and KNN 

DDoS dataset 
based on IoT 
testbed and 
public datasets. 

TCP SYN flood 
DDoS 

The Decision Tree 
algorithm attained 
99% accuracy in 
traffic 
classification. 

Ouafae El Aeraj 
& et al. /2024 

SVM Captured 
network traffic 
dataset 
(1,042,455 
packets) 

DoS, SQL 
injections, and 
malware 
propagation 

The SSVM model 
attained 99% 
precision, 100% 
recall, and zero 
false positives, 
demonstrating 
exceptional 
performance. 

T. Preethi, 
Ponnuru & et al. 
/2024 

RF, DT, SVM, 
KNN, NB. 

NSL-KDD DoS, Probe, 
Privilege 
Escalation, and 
Remote Access. 

RF attained 
99.30% accuracy 
in binary 
classification and 
97.64% in 
multi-class 
classification.

(continued)
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Table 3. (continued)

Authers and year Algorithms Dataset Attacks Result

Ouafae El Aeraj 
& et al. /2023 

SVM CICIDS DDoS, DoS, and 
TCP-SYN 
flooding 

The system 
attained 99% 
precision, 100% 
recall, and 
recorded 1 false 
positive. 

Ouafae El Aeraj 
& et al. /2023 

SVM Snort IDS traffic 
dataset 

DoS, DDoS, and 
TCP-SYN floods. 

Precision: 99%, 
True Positives: 
162, False 
Positives: 1, False 
Negatives: 0 

Oluwapelumi 
Fakolujo & et al. 
/2023 

RF, J48, NB, 
and SVM. 

InSDN and 
CICIDS2017 

DDoS: ICMP 
Flood, SYN 
Flood, Slowloris 

The InSDN-NB 
model attained an 
accuracy of 
98.86%, 
surpassing prior 
models including 
the Snort IDS. 

Achmad Husein 
Noor Faizi & 
et al. /2022 

SVM, NN, and 
K-Means 

NSL-KDD DoS, Probe 
attacks 

SVM attained an 
accuracy of 99.3% 
for DoS attacks 
and 98.4% for 
Probe assaults. 

5 Conclusion 

IDSs are essential for protecting networks against advancing cyber threats. Although 
traditional signature-based IDSs, like Snort, are proficient in real-time threat detection, 
they frequently underperform against innovative and complex attacks. To address this 
gap, ML methodologies have arisen as effective solutions, allowing IDSs to identify 
patterns in network traffic and detect anomalies that may indicate future cyberattacks. 

This review explored various ML techniques applied to intrusion detection, eval-
uating their performance across different datasets and attack trends. Supervised learn-
ing models contain many types of algorithms such as DTs, SVM and deep learning 
approaches, which have demonstrated promising results in distinguishing normal and 
malicious traffic. Meanwhile, unsupervised and semisupervised learning methods pro-
vide valuable solutions for detecting zero-day attacks. The selection of an ML method 
is determined by several criteria, including dataset quality, feature selection efficacy and 
computational resource efficiency.
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Integrating ML with Snort can enhance detection accuracy by augmenting signature-
based methods with anomaly detection capabilities. Hybrid models combining rule-
based approaches with ML classification offer a balance between precision and adaptabil-
ity. However, challenges such as high false positives, dataset limitations and adversarial 
evasion techniques must be addressed to improve real-world deployment. 

Future research should focus on optimising ML-based IDSs by leveraging federated 
learning, deep RL and XAI to improve model interpretability and robustness. Addi-
tionally, real-time processing and lightweight ML models are essential for IDS imple-
mentation in resource-constrained environments. With continued advancements, ML-
integrated IDSs can provide more resilient and adaptive security solutions, enhancing 
network defence against ever-evolving cyber threats. 
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Abstract. Understanding university students’ daily activity patterns is 
essential for improving time management, academic performance, and 
overall well-being. This study investigates the time-use behaviors of 
Bangladeshi university students through an agent-based modeling app-
roach. Data were collected via a survey of 224 students, covering 23 
distinct activities tracked in 30-minute intervals over a 24-hour period. 
The model simulates activity transitions across weekdays and week-
ends, providing interactive, real-time visualizations using D3.js. Results 
reveal significant differences in activity patterns, with weekdays pre-
dominantly focused on academic tasks and weekends characterized by 
increased social and recreational engagements. Socioeconomic and demo-
graphic factors, such as gender and income level, also influence time 
allocation. This research demonstrates the effectiveness of agent-based 
modeling in capturing and visualizing complex behavioral patterns and 
offers insights for developing strategies to help students manage their 
time more effectively. 

Keywords: Agent-Based Modeling · Student Time Management · 
Behavioral Analysis · Data Visualization 

1 Introduction 

Time management is essential for university students, directly impacting their 
academic performance, mental well-being, and ability to balance personal and 
social responsibilities. Research suggests that students who effectively man-
age their time experience lower stress and anxiety levels, ultimately leading to 
improved academic outcomes and a better quality of life. Misra and McKean 
[ 17] highlight that poor time management is a major contributor to academic 
stress and anxiety, underscoring the importance of developing these skills early 
in a student’s educational journey. In addition, studies show that factors such as 
academic workload, financial pressures, and mental health concerns are closely 
tied to time management habits [ 24]. 
c The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
R. Silhavy and P. Silhavy (Eds.): CSOC 2025, LNNS 1562, pp. 367–380, 2026. 
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Developing effective time management behaviors-such as setting clear goals 
and maintaining control over one’s schedule-plays a significant role in stu-
dents’ academic success. Adams and Blair [ 2] found that students who practice 
good time management tend to perform better in their studies because they are 
better at organizing their tasks, avoiding procrastination, and maintaining pro-
ductivity. Similarly, Babayi et al. [ 5] demonstrated that students who receive 
time management training are more likely to achieve higher academic perfor-
mance than those who do not. Beyond academics, strong time management 
skills have also been linked to overall life satisfaction and mental well-being. 
Recent machine learning studies have explored how different factors, including 
time use and social engagement, contribute to students’ overall well-being [ 13]. 
In Bangladesh, university students face additional challenges affecting their time 
allocation. Heavy academic workloads and societal and cultural expectations 
often lead to difficulty managing time efficiently, impacting academic perfor-
mance. The StudentLife project, which used smartphone sensing to track college 
students’ mental health and daily activities, found that as workloads increase, 
students tend to experience heightened stress, reduced sleep, and lower academic 
performance [ 28]. 

Likewise, research focusing on Bangladeshi university students indicates that 
poor time management is associated with higher levels of depression and anx-
iety, with many students citing career pressures and academic responsibilities 
as key stressors [ 24]. Additionally, Gulua and Kharadze [ 11] found that time 
management skills influence academic success and play a crucial role in personal 
development and long-term well-being. This study examines the daily activity 
patterns of university students in Bangladesh, analyzing how they manage their 
time across academic, personal, and social commitments. 

This study uses survey data and agent-based modeling to visualize how uni-
versity students manage their time, mainly how income and gender influence 
their daily routines. By comparing weekday and weekend schedules, we aim 
to identify patterns that could help students develop better time management 
strategies, reduce stress, and improve overall well-being. Agent-based models 
have been widely applied in behavioral research and pattern analysis[ 15] [  19], 
from studying human interactions to analyzing productivity patterns, making 
them a valuable tool for understanding time management behaviors. 

The following sections will review existing literature, describe the research 
methodology, present the agent-based modeling analysis findings, and discuss 
their implications for student time management strategies. This study con-
tributes to the growing body of research on student behavior, specifically focusing 
on the challenges faced by university students in Bangladesh. 

2 Literature Review 

Time management, physical activity, and their respective impacts on academic 
performance and well-being have been widely studied in various contexts. This
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section explores key findings from previous research that address the impor-
tance of time management skills, physical activity patterns, and their effects on 
students’ academic outcomes. 

2.1 Time Management and Mental Health 

The relationship between time management and mental health is well-
documented, particularly regarding the impact of long working hours. For 
instance, Weston et al. [ 29] conducted a UK-based study highlighting the adverse 
effects of long work hours and weekend work on depressive symptoms. They 
found that working more than 55 h per week was associated with higher lev-
els of depressive symptoms, particularly in women, and weekend work further 
exacerbated these effects in both men and women. Azad et al. [ 4] developed 
an AI-based self-assessment depression tool (SAD) for Bangladeshi university 
students, utilizing machine learning and NLP techniques to predict depression 
severity. Their findings emphasize the role of academic satisfaction, relationship 
dynamics, and external pressures in influencing student mental health. Siddi-
qua et al. [ 24] further explored AI-driven depression assessments, showing that 
machine learning models could predict different levels of depression with high 
accuracy, thereby aiding in early detection and intervention strategies. Nasrul-
lah and Khan [ 20] also found that effective time management improves academic 
outcomes and reduces stress levels, which in turn can improve mental health. 

2.2 Agent-Based Modeling in Time Use Studies 

Agent-based modeling (ABM) is a powerful tool for studying complex behav-
ioral interactions and socioeconomic systems. As noted by Farmer and Foley 
[ 10], ABM tackles the drawbacks of traditional economic models, particularly 
in times of crisis. It has demonstrated how minor adjustments can produce 
wildly disparate results in studies on time management [ 23], ant labor division 
[ 18], and flocking behaviors in animals and robots [ 15]. The transitions between 
academic and recreational activities and human activity patterns, like those of 
Bangladeshi university students [ 10], are also well captured by ABM. This is in 
line with the machine learning-based life satisfaction forecasts made by Khan 
et al. [ 13], which emphasize striking a balance between personal and academic 
obligations. Because of its versatility, ABM is useful for investigating a wide 
range of research topics, including group dynamics in both natural and human 
systems and individual time use. 

2.3 Weekend vs. Weekday Activity Patterns 

Activity patterns differ significantly between weekdays and weekends. Zhong 
et al. [ 30] explored this in Calgary, Canada, showing that weekend activities 
were generally less structured and started later in the day compared to week-
days, where work and school dominate. These findings are critical in understand-
ing the weekly variations in physical and social activities. Similarly, Okioga [ 21]
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explored the impact of socio-economic factors on students’ activity patterns and 
academic performance, further highlighting the role of structured environments 
in shaping weekday and weekend routines. 

2.4 Physical Activity in Children and Adolescents 

The influence of physical activity on youth has been the subject of numerous 
studies. Thompson et al. [ 26] found that boys were generally more physically 
active than girls, particularly in vigorous activities, and that physical activ-
ity levels increase with maturation, especially in post-pubertal boys. This sup-
ports the need for gender-specific interventions to promote physical activity 
among children and adolescents. Similarly, To et al. [ 27] examined differences 
in physical activity levels between weekdays and weekends in U.S. children and 
adults. Their findings indicated that physical activity was significantly higher 
on weekdays due to structured environments, such as school, supporting the 
Structured Days Hypothesis. Studies like those of Calonia et al. [ 8] further rein-
force the role of physical activity in improving overall well-being and academic 
performance in adolescents. 

2.5 Leisure Time and Marital Status 

Leisure time use also varies based on marital status. Lee and Bhargava [ 16] 
showed that single individuals engage more in socializing, television watching, 
and active leisure than married individuals, who typically have more respon-
sibilities related to family and household tasks. This underscores the influence 
of life stage and responsibilities on leisure activities. Additionally, Hossain et 
al. [ 12] discussed the role of family structure and socio-economic conditions in 
influencing students’ time use, including leisure activities. 

2.6 Time Management and Academic Performance 

Effective time management is crucial for academic success. Misra and McKean 
[ 17] found a direct relationship between poor time management, increased aca-
demic stress, and anxiety among college students. Similarly, Adams and Blair’s 
[ 2] demonstrated that students who managed their time effectively were likelier 
to attain higher GPAs and experience lower stress levels. Babayi et al. [ 5] further 
supported this by showing that time management training positively influences 
students’ academic outcomes. Recent research has expanded the understand-
ing of how structured routines and lifestyle balance contribute to well-being. 
Khan et al. [ 13] used machine learning to assess life satisfaction, demonstrating 
that individuals with structured schedules tend to report higher contentment 
and academic performance. Oubibi et al. [ 22] also showed that international stu-
dents with better time management practices performed better academically, 
underscoring the importance of time management across different cultural set-
tings.
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The StudentLife project, conducted by Wang et al. [ 28], used smartphone 
sensing to assess mental health and academic performance, revealing a signifi-
cant correlation between workload increases and stress levels among students. 
These findings highlight the importance of balancing academic commitments 
and personal well-being. 

In a study of master’s degree students, Gulua and Kharadze [ 11] found that 
time management skills not only improved academic performance but also con-
tributed to personal development, reinforcing the broad importance of these 
skills in student success. Rashid et al. [ 1] further highlighted the positive impact 
of time management on academic performance, particularly among university 
students. 

2.7 Sleep Patterns and Academic Performance 

The relationship between sleep and academic performance has also been 
explored. Sun et al. [ 25] found that variability in sleep patterns, particularly 
differences between weekday and weekend sleep, were linked to lower academic 
performance and increased risks of depression. This highlights the importance of 
maintaining consistent sleep schedules for cognitive and academic success. Khan 
et al. [ 14] studied the effects of sleep deprivation on medical students, demon-
strating a negative impact on academic performance, notably when sleep irreg-
ularities persisted over weekends. Ahmed et al. [ 3] found that poor sleep quality, 
often linked to excessive social media use before bed, further exacerbates these 
negative outcomes. 

2.8 The Role of Physical Activity in Academic Outcomes 

Physical activity also plays a role in academic success. Bungum et al. [ 6] found 
that higher levels of moderate-to-vigorous physical activity were associated with 
improved cognitive function and academic performance in youth. Craig and 
Brown [ 9] explored the effects of weekend work on leisure time. They found that 
it disrupted physical activity patterns, leading to lower academic success among 
students who worked on weekends. Burchartz et al. [ 7] further emphasized the 
differences in physical activity between weekdays and weekends, supporting the 
need for structured interventions to increase physical activity, particularly during 
unstructured weekend time. Studies like those of Kombo [ 21] further emphasize 
the socio-economic factors that influence both physical activity and academic 
outcomes in students from diverse backgrounds. 

3 Methodology 

This paper describes the procedures and experiments used to assess the daily 
lifestyle patterns of Bangladeshi university students during the week and week-
ends using agent-based modeling. The primary goals are to display and compare
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students’ actions at various times of the day and throughout the week utiliz-
ing collected data and agent-based simulation tools. The key tools and packages 
used are D3.js and chart.js for interactive visualizations, CSV data for weekdays 
and weekends, and a dynamic animation engine to display activity clusters. 

The datasets for this study were collected through surveys, and they con-
tain information on various activities performed by students at different time 
intervals. Two datasets were utilized: 

– Weekdays.csv: Data for student activities on weekdays. 
– Weekends.csv: Data for student activities on weekends. 

Each dataset includes columns representing different activities students 
engage in, such as sleeping, studying, exercising, and socializing, recorded at 
30-minute intervals throughout the day. 

3.1 Ethical Clearance 

This work has received ethical clearance from NSU Institutional Review Board 
(reference: 2023/OR-NSU/IRB/1002) prior to the collection of data. Informed 
consents have been taken from participants before collecting data (Fig. 1). 

3.2 Agent-Based Modeling 

Fig. 1. Agent-Based Modeling Process Flowchart. 

Visualization Structure: The visualization is built using D3.js, a JavaScript 
library for creating dynamic and interactive data visualizations. The data is 
represented in a circular layout to depict the activities performed by students at 
different times. 

Circular Layout: The activities are positioned around a circle, each occupying 
a specific angle. The radius of the circle represents the intensity of participation 
in the activity, and nodes represent individual students engaged in that activity 
at a given time. 

Activity Clusters: Students engaged in the same activity are grouped into 
compact clusters within the circle. The size of these clusters changes dynamically 
based on the number of students participating in each activity at any given time. 

Simulation and Animation Process: The simulation progresses through a 
timeline, updating every 30 min based on the data. For each time step, the
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positions of students in the circle update to reflect the current distribution of 
activities. The activities are updated dynamically using CSV data, and a time-
based prompt informs the user of significant patterns for both weekday and 
weekend visualization (Fig. 2). 

3.3 Activity Pattern Analysis 

Fig. 2. Activity Pattern Analysis Process Flowchart. 

User Input Interface: The interface allows users to customize their visual-
izations through multiple selection fields. Drop-down menus enable the user to 
filter the dataset based on key demographic factors, including: 

– Dataset Selection: Weekday or weekend data 
– Gender: Male, Female, or All Genders 
– Marital Status: Married, Single, or All 
– Income Level: High, Middle, Low, or All Income Levels 

Data Parsing and Manipulation: The CSV data was parsed using the Papa-
Parse JavaScript package. With the help of this library, the embedded CSV 
datasets can be converted into arrays or JSON objects, which the user can sub-
sequently filter based on their choices. PapaParse was selected due to its ease of 
connection with online applications and effectiveness in managing large CSV 
datasets. 

Chart Generation: Real-time visualizations are created using the Chart.js 
package after the data has been filtered. The Chart.js API receives the filtered 
data and displays the activity patterns as bar charts, line charts, or other charts. 
An interactive and responsive user experience is offered by the visuals, which 
change dynamically in response to user input. 

Depending on the setup, the data object defines the labels (time slots) and the 
dataset (activity patterns) that are dynamically updated based on user input. 
The chart is rendered inside a canvas element (¡canvas id=“activityChart”¿), 
which serves as the output container for the visualization. 

Real-Time Visualization: The script listens for the “View Combined Daily 
Lifestyle Visualization” button click, which triggers the generation of the visu-
alization. It updates the chart dynamically based on the current selections.
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Experimental Approach: Some experiments were conducted to capture the 
variations in student behavior across different times of the day and different days 
of the week: 
Weekend vs. Weekday Comparisons: The experiments show a clear differ-
ence in lifestyle patterns during weekends and weekdays. Weekends involve more 
socializing, entertainment, and relaxation activities, while weekdays are domi-
nated by structured activities like attending university classes and studying. 
Impact of Time of Day: This experiment shows how student engagement in 
different activities fluctuates over the course of the day. For example, sleeping 
occupies the largest share during early morning hours, and studying peaks during 
late morning or early afternoon 

4 Results 

The data below summarizes the daily activity patterns of university students 
in Bangladesh, divided into weekdays and weekends. It provides insights on 
activities such as studying, entertainment, socializing, and religious routines. 
The figures present visual breakdowns based on time periods during the day, 
along with prompt observations at regular intervals. 

4.1 Agent Base Modeling Visualization 

Prominent Activities: 
During the early morning hours (5:00 AM–7:30 AM), the majority of students 
remain asleep, with up to 76.2% resting. As the day progresses, academic activ-
ities become more prominent, with 24.1% of students engaged in studying by 
early evening. Leisure activities, including entertainment (9.9%) and video games 
(3.6%), tend to increase during designated free hours. Additionally, 11.2% of stu-
dents spend time with their families. University-related work remains the central 
focus during daytime hours, while entertainment and family interactions become 
more common later in the day (Fig. 3). 
Key Activities: On weekends, students follow a more flexible schedule with 
greater diversity in activities. Socializing and entertainment increase signifi-
cantly, with video games accounting for approximately 10% of students’ time 
and entertainment activities reaching 9.9%. Despite this shift, studying remains 
an essential activity, occupying 14.1% of students’ time. Notably, weekend morn-
ings are more relaxed, with a higher proportion of students sleeping in compared 
to weekdays (Fig. 4). 

4.2 Combined Graph Patterns 

These figures display the combined activity pattern graph generator, which 
allows users to visualize students’ everyday lives by selecting various factors like 
gender, marital status, income level, and certain activities. The customisable 
graph generator facilitates the comparison of weekdays and weekends.
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Fig. 3. Weekdays Daily Activity Patterns for Bangladeshi University Students. 

4.3 Comparison of Key Activities: Weekdays Vs. Weekends 

The table below presents key activity breakdowns across both weekdays and 
weekends based on the visual data: 

Table 1. A comparative analysis of weekday and weekend routines, demonstrating 
variations in study, sleep, and entertainment habits. 

Activity Weekday % Weekend % 
Sleeping 76.2% 65% 
Study 24.1% 14.1% 
Socializing 8.1% 15% 
Entertainment 9.9% 20% 
Religious/Spiritual Activities 17.5% 13% 
Video Games 3.6% 10% 
Family Time 11.2% 10% 

The visualizations and interactive graphs provide a comprehensive overview 
of how Bangladeshi university students manage their time during weekdays and 
weekends. The patterns suggest a highly structured day during the weekdays 
focused on studying, while weekends present more varied and relaxed activity 
choices, including socializing and entertainment (Table 1). 

5 Discussion 

The findings of this study provide important insights into the everyday living 
habits of university students in Bangladesh. We discovered significant disparities
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Fig. 4. Activity Pattern Graph Generator Interface for Customizing Inputs. 

in how students allocate their time after reviewing weekday and weekend activity 
data. This part will go over the important findings and consequences of our 
study, concentrating on the patterns that emerged from data visualization and 
agent-based modeling. 

5.1 Key Outcomes 

Weekday vs. Weekend Activity Patterns: Our analysis confirmed that 
weekdays are primarily dominated by academic-related activities such as attend-
ing university classes, studying, and other structured tasks. The agent-based 
model simulations and visualizations show that over 50% of students are
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engaged in academic activities between 9:00 AM and 5:00 PM on weekdays. In 
contrast, during weekends, there is a shift in student behavior, with recreational 
and social activities such as entertainment, socializing, and personal care taking 
up a more significant portion of their day. 

Time of Day Analysis: The analysis of different times of the day reveals 
notable patterns in how students manage their schedules. For instance, early 
mornings (before 7:00 AM) are dominated by sleep, with over 80% of students 
still resting, which gradually transitions to a mix of academic and personal activ-
ities as the day progresses. In contrast, weekend mornings are characterized by 
prolonged sleep hours, with a high percentage of students engaging in relaxation 
activities, further emphasizing the more flexible nature of weekend schedules. 

Socioeconomic and Gender Impacts: The study explored how demographic 
factors such as gender and income level influenced time management and activ-
ity patterns. We observed that students from higher-income backgrounds tended 
to allocate more time to recreational activities such as entertainment and 
leisure, while those from lower-income groups spent more time working or study-
ing. Gender differences were also notable, with female students showing higher 
engagement in personal care and household activities, especially on weekends, 
while male students participated more in sports and social activities. 

Visualization and Real-time Interactivity: The real-time visualization 
techniques used, particularly the circular layout and activity cluster models in 
D3.js, provided an intuitive and interactive way to explore student activities. The 
dynamic animations effectively demonstrated the transitions between activities 
across different times of the day. For example, the peak times for university 
classes were clearly visible through the clustering of student nodes during spe-
cific hours, and the user interaction features allowed the exploration of patterns 
based on various filters, such as gender, income, and marital status. These inter-
active elements significantly enhanced the user experience and made it easier to 
detect activity trends in the dataset. 

5.2 Implications of Findings 

The outcomes of this research have important implications for student well-being 
and time management strategies. The significant differences between weekday 
and weekend activities suggest that students may benefit from more structured 
support systems during their academic week, such as guidance on balancing 
study and leisure time. The findings also highlight the importance of understand-
ing how external factors, like socioeconomic status, influence time management 
behaviors. 

Overall, the visualizations created using D3.js provided a unique, dynamic 
view of how students distribute their time across various activities. Using 
prompts in our visualizations offered real-time insights into significant trends, 
such as when most students were either attending classes, studying, or socializ-
ing. These real-time visual approaches were pivotal in understanding how uni-
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versity students in Bangladesh balance their demanding academic schedules with 
their need for relaxation and social engagement. 

6 Limitations 

Although our study provides insightful information about the everyday routines 
of Bangladeshi university students, it should be noted that it has several limi-
tations. This study exclusively examines students from a single private univer-
sity, hence constraining generalizability. As a result, the results might not be rep-
resentative of all Bangladeshi students. The survey solely looks at what students 
do on the weekends and throughout the week. Seasonal differences in behavior 
were thus missed, which could have an impact on how well the findings trans-
late to other time periods. Students make up the majority of the statistics, with 
little representation from other professional groups like working people or non-
student populations. This limits the findings’ generalizability to a larger popula-
tion. Only twenty-three particular activities were included in our research. It is 
possible that other important activities were omitted, and additional activities 
should be considered for future studies. 

7 Conclusion 

In conclusion, this study provides a comprehensive examination of the daily 
lifestyle patterns of university students in Bangladesh, particularly focusing on 
the differences between weekdays and weekends. The findings highlight signifi-
cant variations in students’ time allocation, with weekdays dominated by aca-
demic activities and weekends featuring more recreational and social engage-
ments. 

By using agent-based modeling and real-time visualizations, we were able to 
offer a dynamic representation of how students manage their time across various 
activities. The results underscore the importance of balanced time management 
for student well-being and suggest that interventions designed to improve time 
management skills could be beneficial. 

While this research provides valuable insights, the limitations mentioned 
above suggest that further studies are needed to include a broader range of 
participants and activities, as well as to account for seasonal variations in behav-
ior. Future work in this area could build on these findings to develop targeted 
strategies for improving student time management and well-being. 
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Abstract. Detecting pathological processes is a crucial task for medi-
cal image processing and analysisThis paper focuses on classifying MRI 
images of the knee joint into two classes: healthy and showing signs 
of osteoarthritis. Convolutional neural networks based on the architec-
tures of EfficientNetB5, InceptionResNetV2, MobileNetV2, MobileNet, 
and VGG16 were used. The research dataset comprises images of healthy 
and osteoarthritic knees obtained from patients in the Krasnoyarsk Ter-
ritory, supplemented by publicly available images from the Kaggle repos-
itory. Inadequate number of images and class imbalance were addressed 
by dataset augmentation using various image rotations. The neural net-
work models were compared based on accuracy scores. The best results 
were achieved by the EfficientNet-B5 (95.55%) and InceptionResNetV2 
(94.39%) models. Both models showed a high degree of specificity and 
sensitivity, which makes them suitable as screening tools. The results 
obtained indicate the potential of using neural networks to automate the 
diagnosis of osteoarthritis in knee MRI scans. #CSOC1120 

Keywords: Classification · Knee Osteoarthritis · Convolutional 
Neural Network 

1 Introduction 

Degenerative–dystrophic joint lesions are widespread and represent a serious 
medical and social problem in many countries of the world, including Russia. 
According to the World Health Organization [ 1], in 2019, approximately 528 mil-
lion people worldwide were living with osteoarthritis. Knee Osteoarthritis (KOA) 
is a common joint disease that leads to disability and a reduced quality of life for 
patients. It is a major cause of chronic pain, leading to increased medical con-
sultations [ 2]. However, it cannot be denied that KOA is a hidden disease until 
c The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
R. Silhavy and P. Silhavy (Eds.): CSOC 2025, LNNS 1562, pp. 381–390, 2026. 
https://doi.org/10.1007/978-3-032-04725-0_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-032-04725-0_24&domain=pdf
http://orcid.org/0000-0002-0477-3938
http://orcid.org/0000-0002-3380-676X
http://orcid.org/0009-0004-1188-2384
https://doi.org/10.1007/978-3-032-04725-0_24


382 N. Lukyanova et al.

typical symptoms and imaging changes appear. The increasing life expectancy of 
the population, a sedentary lifestyle, and several other factors have led to a sig-
nificant increase in the number of patients suffering from this disease. According 
to data [ 3], more than 10% of the adult population in the Russian Federation 
suffers from KOA. Morbidity rates continue to rise [ 4]. Medical experts face 
significant challenges in the early diagnosis of osteoarthritis due to the lack of 
clear radiographic signs in the early stages of the disease [ 5]. One of the key 
challenges in osteoarthritis diagnosis is the labor-intensive manual analysis of a 
large volume of MRI scans. This process prolongs the waiting time for results 
and can lead to errors in visually assessing subtle changes in the joint structure. 
There’s also the problem of subjectivity and variability in the interpretation of 
MRI scans, particularly in the early stages of the disease, which can lead to 
delayed diagnosis and missed opportunities for effective treatment. In this con-
text, the search for new computational methods for more effective diagnostics 
seems particularly relevant. Diagnosis are currently made by highly trained spe-
cialists, but with advances of information technology, including machine learning 
techniques, there is potential for automating OA screening based on MRI images 
of the knee joint. Therefore, there is a need for automated diagnosis of knee joint 
damage using Convolutional Neural Networks (CNNs), which can operate with 
limited computational resources while maintaining high detection accuracy. 

In work [ 6], a research group developed a model for assessing the size of 
the joint space. Since radiography does not allow direct visualization of cartilage 
and periarticular tissues; the thickness of the cartilage must be inferred indirectly 
from the width of the joint space. This width, however, depends on the position 
of the joint during the examination and the degree of its extension. For clinicians, 
this parameter serves as a biomarker to assess the severity of arthritis in clinical 
settings. In this work, a deep learning algorithm was used to analyse the images. 

In the paper [ 7], a 12-layer CNN architecture was used for binary classification 
of KOA, achieving 92.3% accuracy. 

In the works [ 8, 9], CNNs have shown significant effectiveness in image classifi-
cation tasks. Similar results have been reported in other studies applying CNNs 
to the detection of pathologies in digital images [ 10– 13], confirming the high 
effectiveness of CNNs. The availability of large, open-access image datasets has 
significantly simplified the development and training of CNN models. 

The purpose of this paper is to develop a CNN model capable of accurately 
classifying MRI images to determine the presence or absence of KOA. To achieve 
this research objective, the following tasks were defined and completed: 

1. Create a database of medical images of knee joints from patients in the Kras-
noyarsk Territory. 

2. Implement and train five CNNs models with different architectures, using 
transfer learning, to classify healthy and damaged knee joints. 

3. Perform a comparative analysis of the training results to identify the most 
accurate model for classifying medical images of knee joints.
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2 Methods and Materials 

In this study, we investigate the problem of binary classification of MRI images to 
distinguish between healthy knee joints and those showing signs of osteoarthritis. 
We use CNNs based on different architectures: EfficientNet-B5, InceptionRes-
NetV2, MobileNetV2, MobileNet, and VGG16. 

The research material includes a combination of two datasets. Let’s describe 
them. 

The first dataset consists of real knee joint images of patients from the Kras-
noyarsk Territory. It is referred to as the “Krasnoyarsk dataset”. It contains 
1,904 images. The set of real MRI images for the study was provided by the pri-
vate medical organization “Medical Diagnostic Center International Institute of 
Biological Systems” in Krasnoyarsk. All images were pre-depersonalized by a 
radiologist, who acted as an expert and marked the images into two classes: 
– Healthy class: an image of a healthy knee. 
– Severe class: significant knee damage, including large osteophytes, substantial 

joint narrowing, and severe sclerosis. 
The Kaggle database of images “Knee Osteoarthritis Dataset with Severity 

Grading” [ 14] was used to create an additional image dataset. During the work 
on this database, folders containing images of minimal and medium damage 
to the knee joint were excluded. After selection, the working research database 
contained 4,590 Kaggle images. We will refer to this as the “Kaggle dataset”. 

The second dataset is a combination of image datasets, uniting the Kras-
noyarsk dataset and the Kaggle dataset. We will call it as the “Combinated 
dataset”. A total of 6,494 images were obtained. The distribution by classes is 
as follows: 
– Healthy class comprises 3,804 images of healthy knee joints: 551 images of 

knees of patients in the Krasnoyarsk Territory and 3,253 images from the 
Kaggle dataset. 

– Severe class comprises 2,680 images of damaged knee joints: 1,353 images of 
knees of patients from the Krasnoyarsk dataset and 1,337 images from the 
Kaggle dataset. 
The study design consists of 4 stages. The most labor-intensive stages are 

the first and the third. 
Step 1. Data pre-processing. 
Preprocessing of real MRI images of knee joints from the Krasnoyarsk dataset 

involved converting the DICOM image format to JPEG and resizing the images 
to match the dimensions of the Kaggle to 224 × 224 pixels. There are 1,904 
images in total: 551 in the healthy class and 1,353 in the damaged (severe) class. 
Examples of anonymized joint images are shown in Fig. 1. 

Step 2. Preparation of a working dataset. 
Classification was performed separately on the Krasnoyarsk dataset and the 

combined dataset. The problems of insufficient training data and class imbal-
ance were addressed using data transformation and augmentation techniques: 
horizontal and vertical flips, and random image rotations between 1 and 89◦.
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Fig. 1. Examples of anonymized joint images from the Krasnoyarsk dataset: (a)— 
uninjured knee joint (Health class), (b)—injured knee joint (Severe class). 

Solutions to the problems of insufficient input data and class imbalance are 
presented in Table 1 for the Krasnoyarsk dataset and in Table 2 for the combined 
dataset. As a result, the final set for the Krasnoyarsk dataset consists of 12,000 
images. The image set is divided into three samples: 

– training sample (70%)—8,400 images (4,200 in each class); 
– validation sample (10%)—1,200 images (600 in each class); 
– test sample (20%)—2,400 images (1,200 in each class). 

The final working dataset for the combined dataset consists of 40,000 images. 
The image set is divided into three samples: 

– training sample (70%)—28,000 images (14,000 in each class); 
– validation sample (10%)—4,000 images (2,000 in each class); 
– test sample (20%)—8,000 images (4,000 in each class). 

Table 1. Addressing the problem of insufficient input data and class imbalance for 
images from the Krasnoyarsk dataset 

Health class Severe class Total 
Source data 551 1,353 1,904 
Mirror transformation (vertical flip and horizontal flip) + 1,653 + 4,059 + 5,712 
Augmentation + 3,796 + 588 + 4,384 
Total 6,000 6,000 12,000 

The mirroring transformation increased the number of images in datasets 
fourfold. Class imbalance was addressed by augmenting the data with rotations 
of up to 90◦. 

Step 3. Implementation and training of five classification models of CNNs 
with different architectures: EfficientNet-B5, InceptionResNetV2, MobileNetV2, 
MobileNet, VGG16. These CNNs were selected for their ability to operate with
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Table 2. Addressing the problem of insufficient input data and class imbalance for 
images from the combined dataset 

Health class Severe class Total 
Source data 3,804 2,690 6,494 
Mirror transformation (vertical flip and horizontal flip) + 11,412 +8,070 + 19,482 
Augmentation + 4,785 + 9,240 + 14,024 
Total 20,000 20,000 40,000 

limited computational resources and because they are transfer learning models 
pre-trained on 14 million ImageNet images, significantly reducing training time. 

Step 4. A comparative analysis of the results of the neural network models for 
classification of healthy and damaged knee joints was conducted. The following 
metrics were used to assess the quality of classification: accuracy, precision, recall, 
as well as indicators corresponding to clinical utility: sensitivity, specificity. 

Classification algorithm metrics are designed to evaluate the performance of 
a machine learning model in classification tasks and help understand how well 
the model performs the classification and what types of errors it makes. Clinical 
utility indicators are used in clinical trials to evaluate prognostic models. These 
indicators help determine how well the model is able to detect the presence or 
absence of a disease. 

In our work, the confusion matrix has the following structure (Table 3): 

– TP  —recognizing images of damaged knee joints as damaged; 
– FP  —recognizing images of healthy knee joints as damaged; 
– TN—recognizing images of healthy knee joints as healthy; 
– FN—recognizing images of damaged knee joints as healthy. 

Table 3. Confusion matrix 

Actual classes 
Predicted classes by CNN Severe class Health Class 
Severe Class TP  (True Positive) FP  (False Positive) 
Health Class FN  (False Negative) TN  (True Negative) 

Since the class imbalance problem was addressed in this study, it allowed 
us to consider the proportion of correct image classifications by the model as a 
metric of the algorithm’s performance quality: 

Accuracy = TP  + TN  

TP  + FP  + FN  + TN  
· 100%. 

Clinical utility indicators, such as sensitivity and specificity, help determine 
how well a model is able to detect the presence or absence of a disease.



386 N. Lukyanova et al.

The diagnostic sensitivity of the model (Recall for the Severe class) is the 
probability that damaged knees will be classified as diseased by the model: 

Se = TP  

TP  + FN  
· 100%. 

The diagnostic specificity of the model (Recall for the Health class) is the 
probability that healthy knees will be classified as healthy: 

Sp = TN  

FP  + TN  
· 100%. 

Precision is the proportion of correctly predicted damaged joints among the 
images predicted by the CNN as belonging to the Severe class: 

Precision = TP  

TP  + FP  
· 100%. 

It is worth noting that the metrics of a classification algorithm and the indi-
cators of clinical utility have some similarities, but they are intended for different 
purposes and operate in different contexts. Classification metrics measure model 
performance, while clinical utility indicators help to assess the significance of 
diagnostic or predictive results in a medical context. 

3 Results and Discussions 

The open-source libraries Keras (version 2.2.0) and TensorFlow (version 2.2.0) 
were used to build the CNNs. The software implementation of the neural net-
works was carried out in Python 3.9.1 using Visual Studio Code 2019. CNN 
training was performed on a desktop computer with the following specifications: 
graphics card—Nvidia GeForce 1070Ti (8GB); processor—Intel Core i5-11400 
(6 cores, 12 threads, 2.60GHz); RAM—16GB DDR4 (MHz). 

Five basic CNN architectures were trained separately on the Krasnoyarsk 
dataset and the combined dataset. Below is a brief description of the basic archi-
tectures. 

– The EfficientNet-B5 model consists of 17 convolutional layers and one fully 
connected layer. 

– The InceptionResNetV2 model consists of 10 convolutional layers and one 
fully connected layer. 

– The MobileNet model consists of 28 convolutional layers and one fully con-
nected layer. 

– The MobileNetV2 model consists of 53 convolutional layers and one fully con-
nected layer. MobileNetV2 is very similar to the original MobileNet, except 
that it uses inverted residual blocks with bottleneck features. It has signifi-
cantly fewer parameters than MobileNet. 

– The VGG16 model consists of 13 convolutional layers and four fully connected 
layers.
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Using the method compile() from the Keras package, the models were linked 
with the Adam optimizer and the accuracy metric. Categorical cross-entropy 
was used as the loss function. Spatial pooling was performed using maxpooling. 
Data augmentation and the dropout regularization method with a parameter 
of 0.4 were applied to mitigate the overfitting effect of the neural networks. All 
hidden layers were equipped with the ReLU activation function, and the last 
layer used a sigmoid function. The network training was run with a limit of 50 
epochs. After completion of training, the weights and the model configuration 
were saved. 

Let’s consider the results of training models on the combined dataset. 
The EfficientNet-B5 model demonstrated the most stable result throughout 

the training process, did not overfit, and showed the lowest loss function value of 
0.111. The InceptionResNetV2 model achieved a loss of 0.15, MobileNet a loss 
of 0.136, and MobileNetV2 a loss of 0.135. The VGG16 model had the highest 
loss function value of 0.43. 

Since the class imbalance issue has been mitigated in this study, the accuracy 
score, representing the proportion of correct predictions, is a suitable metric for 
evaluating the algorithm’s performance. The best results on the training sample 
for the combined dataset were demonstrated by the EfficientNet-B5 (accuracy 
is 96.26%) and the InceptionResNetV2 (accuracy is 96.28%) models. The rank-
ing of the models by classification accuracy score and the values of precision, 
specificity and sensitivity are shown in Table 4. 

Table 4. Ranking of CNN models by classification quality on a test of the combined 
dataset, support 8,000 

Rank Model CNN Accuracy Precision Se Sp AUC F1-score 
1 EfficientNet-B5 95.55% 95.5% 95.5% 95.5% 95.6% 95.6% 
2 InceptionResNetV2 94.39% 94.4% 92.3% 96.4% 94.4% 94.3% 
3 MobileNet 93.19% 93.2% 91.3% 95.1% 93.2% 92.5% 
4 MobileNetV2 91.80% 91.8% 91.2% 92.3% 91.8% 91.8% 
5 VGG16 91.51% 91.6% 94.6% 88.4% 91.5% 91.5% 

Table 4 shows that the best classification quality was demonstrated by the 
EfficientNet-B5 model (accuracy is 95.55%) and the InceptionResNetV2 model 
(accuracy is 94.39%). Both models showed high specificity and sensitivity, mak-
ing them suitable as screening tools. 

Let’s consider the results of training models on the Krasnoyarsk dataset. The 
accuracy score results for the Krasnoyarsk dataset and the combined dataset are 
shown in Fig.  2. EfficientNet-B5 (91.87%), InceptionResNetV2 (90.92%), and 
MobileNet (90.04%) achieved the highest accuracy scores among the imple-
mented architectures. 

The EfficientNet-B5 (Se = 94.9%, Sp = 88.8%, AUC=91.8%, F1=91.8%) and 
InceptionResNetV2 (Se = 91.5%, Sp = 90.2%, AUC=90.9%, F1=90.9%) models
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exhibit higher sensitivity to the Severe class than specificity to the Healthy 
class. However, this trend is reversed in the MobileNet (Se = 87.1%, Sp = 92.9%, 
AUC=90.0%, F1=90.0%), MobileNetV2 (Se = 77.1%, Sp = 95.9%, AUC=86.5%, 
F1=86.4%), and VGG16 (Se = 61.1%, Sp = 92.2%, AUC=76.7%, F1=76.1%) 
models. 

Fig. 2. Results of the accuracy score: (a)—Krasnoyarsk dataset, support = 2,400; 
(b)—Combined dataset, support = 8,000. List models CNN: 1—EfficientNet-B5, 2— 
InceptionResNetV2; 3—MobileNet; 4—MobileNetV2; 5—VGG16. 

Fig. 3. Results of the sensitivity of the algorithm diagnostics: (a)—Krasnoyarsk 
dataset, support = 2,400; (b)—Combined dataset, support = 8,000. List models 
CNN: 1—EfficientNet-B5; 2—InceptionResNetV2; 3—MobileNet; 4—MobileNetV2; 
5—VGG16. 

A comparative analysis of the models’ results on the Krasnoyarsk and com-
bined datasets revealed that the EfficientNet-B5 and the InceptionResNetV2 
models exhibited the best performance for binary classification of MRI images 
in terms of KOA presence or absence. The VGG16 model showed the lowest 
results. Note that the VGG16 model performed better on the combined data set 
than on the Krasnoyarsk data set. It is also worth noting that the accuracy of 
the other models also increased when the number of images was increased, as 
shown in Figs. 2 and 3.
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4 Conclusion 

In this work, five CNNs models, namely EfficientNet-B5, InceptionResNetV2, 
MobileNet, MobileNetV2, and VGG16, were trained, which are sufficiently capa-
ble of solving the problem of classifying MRI images of knee joints to recognize 
the presence of OA. A dataset of 1,904 annotated knee joint images from patients 
in the Krasnoyarsk Territory was compiled, expanding the research dataset. 

Trained CNN models with EfficientNet-B5 and InceptionResNetV2 architec-
tures for binary classification showed the best results. They can, with sufficient 
accuracy, solve the classification problem and recognize the presence of severe 
knee osteoarthritis in digital images. 

In this regard, these models can be used for screening diagnosis of knee 
osteoarthritis when integrated with medical information systems or relevant 
medical equipment. 

In summary, the results of our study in binary classification, along with the 
findings of other authors from works [ 6, 7,15– 18] portend future advances in the 
diagnosis of osteoarthritis and other areas. Given the rapid development of this 
technology, similar approaches hold promise for future results. Therefore, to 
continue this line of research, the authors plan to investigate the applicability of 
other neural network architectures and evaluate the performance of the resulting 
classification models on other publicly available knee OA datasets to validate the 
comparability of the results with other researchers. 
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Abstract. The management of complex computational workflows is a 
critical challenge across various domains, including bioinformatics, data 
science, and engineering. Traditional workflow management systems, 
such as Nextflow and Airflow, provide automation and task schedul-
ing capabilities but often introduce significant complexity and overhead. 
In this paper, we introduce SDAG (Slurm Directed Acyclic Graph), 
a lightweight and efficient framework designed to automate workflows 
using the native job dependency management system of the SLURM 
scheduler. Unlike traditional WMS, SDAG eliminates the need for an 
external workflow controller by leveraging SLURM’s built-in features to 
handle job dependencies, ensuring tasks are executed in the correct order. 

We demonstrate the versatility and efficiency of SDAG by applying it 
to various use cases, including the computationally intensive ChIP-Seq 
workflow. In our experiments, we compare SDAG against Nextflow and 
Airflow in terms of execution time and scalability using datasets of vary-
ing sizes: small (2 GB), medium (10 GB), and large (50 GB). The results 
show that SDAG consistently outperforms both Nextflow and Airflow, 
particularly for large datasets, due to its minimal overhead and efficient 
use of parallelism within SLURM. This paper highlights the potential of 
SDAG as a general-purpose tool for automating workflows across differ-
ent domains, offering a simple, scalable, and reliable solution for manag-
ing complex computational tasks. 

1 Introduction 

Workflow management systems (WMS) play a pivotal role in scientific comput-
ing by automating the orchestration of computational tasks and ensuring their 
correct execution order. These systems are especially crucial as computational 
workflows grow in complexity, driven by advances in high-performance com-
puting (HPC) systems and the increasing scale of data being processed. WMS 
facilitate the automation of diverse data analysis pipelines, which are essential 
in many scientific fields, including bioinformatics, machine learning, and climate 
modeling. By handling tasks such as dependency resolution, job scheduling, and 
resource management, WMS help maximize computational throughput, partic-
ularly in distributed computing environments such as large-scale supercomput-
ers like LUMI [ 1], Saga [ 2], and Betzy [ 3]. 
c The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
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Supercomputer systems such as LUMI, Saga, and  Betzy are designed to 
support complex and resource-intensive scientific applications. These HPC sys-
tems rely heavily on advanced job scheduling and resource management tech-
niques to efficiently allocate computational resources and improve overall per-
formance. To streamline the execution of computational tasks on these sys-
tems, WMS such as HTCondor DAGMan [ 4], Apache Airflow [ 5], Nextflow 
[ 6], Snakemake [ 7], and the Common Workflow Language (CWL) [ 8] have been 
developed. These systems provide the tools needed to automate and manage 
tasks, ensure that dependencies are respected, and optimize resource allocation 
across distributed computational environments. Although these workflow man-
agers offer powerful features, they also present several challenges. A common 
issue is the reliance on a central controller process to manage task dependen-
cies, which introduces a single point of failure. If the central controller fails, 
it can cause the entire workflow to collapse, potentially leading to significant 
downtime. In addition, many of these systems require complex configurations 
and additional components, such as metadata storage or external schedulers, 
which can increase overhead and make them more difficult to deploy and main-
tain on large-scale HPC systems. In contrast to these traditional approaches, the 
Slurm Directed Acyclic Graph (SDAG) workflow management system provides a 
more lightweight and efficient alternative. SDAG leverages existing capabilities 
within HPC job schedulers, specifically utilizing the job dependency manage-
ment features of SLURM [ 9]. By directly using SLURM for task scheduling and 
dependency management, SDAG eliminates the need for a dedicated controller 
process and reduces configuration overhead, providing a more streamlined and 
robust solution for orchestrating computational workflows. The key advantage 
of SDAG lies in its simplicity and integration with SLURM ’s native dependency 
system. This integration enables SDAG to operate efficiently within HPC envi-
ronments like LUMI [ 1], Saga [ 2], and Betzy [ 3], where job dependencies can 
be directly managed by SLURM without the need for additional schedulers or 
complex configurations. SDAG enables researchers to define workflows through 
simple job dependency files, which are intuitive and easy to use compared to 
the more complex configuration files required by other WMS. This simplic-
ity makes SDAG a particularly appealing solution for users in SLURM-based 
environments, where performance and ease of use are paramount. SDAG is an 
open-source tool, available on GitHub [ 10], and has been tested and deployed on 
several HPC systems, demonstrating its scalability and reliability across various 
applications. 

This paper introduces SDAG, provides an in-depth discussion of its archi-
tecture and implementation, and compares it with other workflow management 
systems. Additionally, we explore real-world use cases, showcasing how SDAG 
has been employed to automate complex workflows, including genomic data anal-
ysis and RNA-Seq processing.
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2 Related Work 

Workflow management systems (WMS) are critical tools for orchestrating com-
putational tasks, managing task dependencies, and ensuring correct execu-
tion order in high-performance computing (HPC) environments. These systems 
streamline job scheduling and increase computational efficiency, which is espe-
cially important in complex, resource-intensive scientific computing. Various 
WMS have been developed to address different needs in scientific workflows. This 
section reviews some of the prominent systems and highlights SDAG’s advan-
tages in environments such as the LUMI, Saga, and  Betzy supercomputers, 
integral to the national HPC infrastructure in Norway. 

HTCondor DAGMan is a widely used workflow management system that is 
designed for DAG-based task execution. It integrates with the HTCondor sched-
uler and is primarily used in high-throughput computing scenarios, such as large-
scale academic and research computing environments. DAGMan supports job 
retries, fault tolerance, and efficient resource management, making it suitable for 
large-scale workflows. For example, it has been utilized for bioinformatics work-
flows on Saga [ 4]. However, one of its drawbacks is the reliance on a central con-
troller process, which introduces a single point of failure. If the controller fails, 
the entire workflow collapses. In contrast, SDAG utilizes SLURM’s native job 
dependency system, eliminating the need for a central controller, which improves 
robustness, especially in environments like Saga and Betzy, ensuring continued 
execution even when individual tasks fail. 

Apache Airflow is an open-source platform for authoring, scheduling, and 
monitoring workflows as directed acyclic graphs (DAGs). It supports dynamic 
workflows and integrates well with cloud platforms, making it widely used in 
fields like machine learning and data engineering [ 5]. Airflow has been used 
on large-scale systems like LUMI for orchestrating distributed workflows [ 11]. 
While it offers flexibility and powerful scheduling capabilities, Airflow introduces 
significant infrastructure complexity due to its continuously running scheduler 
and metadata database. In contrast, SDAG offers a simpler, more lightweight 
solution by leveraging SLURM’s native job dependency system, making it more 
suitable for HPC environments like Betzy, where resources must be managed 
efficiently without the overhead of a centralized scheduling system. 

Nextflow is a popular workflow management system, particularly in bioinfor-
matics and data science, that allows users to define workflows using a domain-
specific language (DSL). It supports execution on various platforms, includ-
ing cloud, HPC, and local systems [ 6]. Nextflow is commonly used in genomic 
workflows, such as RNA-Seq analysis, on large HPC systems like LUMI [ 6]. 
Although Nextflow supports parallel execution and cloud orchestration, its DSL 
can be challenging for new users, and the runtime engine introduces additional 
complexity. SDAG, by contrast, directly integrates with SLURM, simplifying 
job dependency management and eliminating the need for an external runtime 
engine, making it an accessible and efficient solution for users on SLURM-based 
systems like Saga and Betzy.
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Snakemake is a widely used workflow management system, particularly in 
bioinformatics, that allows users to define workflows using Python-based syn-
tax and supports parallel execution, cluster computing, and containerization 
[ 7]. It has been successfully applied in scientific workflows, such as RNA-seq 
analysis, on systems like Saga and Betzy [ 12]. While Snakemake provides flex-
ibility and power, its reliance on Python-based syntax may pose a barrier to 
non-programmers. Additionally, Snakemake does not natively integrate with 
SLURM, requiring additional configuration. SDAG simplifies workflow execution 
by utilizing SLURM’s native dependency system, which makes it more efficient 
and easier to use for users familiar with SLURM-based systems. 

The Common Workflow Language (CWL) is an open standard for defining 
workflows and tools in a portable and reproducible manner. CWL is supported 
by several workflow engines, including Toil and Cromwell, and has been used 
in various HPC systems for managing data-intensive workflows such as genome 
assembly and alignment [ 8]. While CWL offers portability and reproducibility, 
it introduces significant overhead, as workflows must be executed through third-
party engines, and often require additional systems for job scheduling, meta-
data storage, and monitoring. SDAG eliminates this complexity by leveraging 
SLURM’s native job dependency management, offering a streamlined and effi-
cient solution for SLURM-based environments like Betzy. 

Pegasus is a sophisticated WMS designed for large-scale scientific applica-
tions, offering features such as optimization, fault tolerance, and automated 
resource management, making it suitable for complex workflows across dis-
tributed systems. Pegasus has been used on large HPC systems like LUMI for 
orchestrating scientific computations [ 13]. However, it requires managing a cen-
tral controller and a complex configuration, which can be a bottleneck. SDAG 
provides a simpler alternative by using SLURM’s native dependency system, 
eliminating the need for a central controller and offering a more efficient solu-
tion for workflows in HPC systems like Saga (Table 1). 

Table 1. Comparison of Workflow Management Systems (WMS) 

WMS Job Dependency System Complexity Scalability SLURM Integration 
HTCondor DAGMan Central controller High High No 
Apache Airflow Centralized scheduler High High No 
Nextflow DSL Medium High No 
Snakemake Python syntax Medium High No 
CWL External engines High High No 
Pegasus Central controller High High No 
SDAG SLURM native dependencies Low Medium Yes 

SDAG provides several key advantages over other workflow managers, par-
ticularly in SLURM-based environments like LUMI, Saga, and  Betzy. First,  
SDAG eliminates the need for a central controller process, unlike systems such
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as HTCondor DAGMan, Pegasus, and others that require centralized manage-
ment. This significantly reduces complexity and the potential for failure in case 
of controller issues. Additionally, SDAG leverages SLURM’s native job depen-
dency management, making it a lightweight and efficient tool for task orches-
tration. By avoiding the need for additional runtime engines or complex config-
urations, SDAG simplifies the setup and execution of workflows. Moreover, its 
seamless integration with SLURM ensures optimal scheduling and resource man-
agement in HPC environments, providing a more reliable and efficient alterna-
tive to more complex systems like Nextflow, Snakemake, and CWL. This makes 
SDAG particularly advantageous for users already working in SLURM-based 
systems, where it can significantly reduce overhead while maintaining high per-
formance and scalability. 

3 Architecture and Implementation 

The architecture of SDAG (Slurm Directed Acyclic Graph) is designed to 
leverage the native job scheduling and dependency management capabilities of 
SLURM [ 9], a widely used job scheduler in high-performance computing (HPC) 
environments. Unlike traditional workflow management systems (WMS) that 
require a dedicated controller to manage task execution, SDAG simplifies the 
orchestration process by relying entirely on SLURM’s job dependency system to 
manage job execution order and dependencies. 

In SDAG, each computational task is defined as a job in a Directed Acyclic 
Graph (DAG), where the execution of jobs is determined by their dependencies. 
The workflow is described in a DAG description file, where each job is represented 
by a ‘JOB’ statement, indicating the job’s name and the corresponding SLURM 
submission script. These jobs are linked through PARENT and CHILD relationships, 
where a PARENT job must be completed successfully before any associated CHILD 
jobs can start. This relationship structure inherently defines the sequence of 
tasks within the workflow. 

Once the DAG description file is parsed, SDAG submits each job to SLURM 
using the sbatch command. For jobs that depend on others, SDAG automati-
cally includes dependency flags in the SLURM submission, ensuring that a job is 
only executed after all its parent jobs have completed successfully. SLURM then 
manages the scheduling of these jobs, respecting the defined dependencies and 
ensuring they are executed in the correct order. 

A key feature of SDAG’s architecture is that it eliminates the need for a 
separate workflow controller. Traditional workflow managers typically rely on 
a central controller process to manage job scheduling and execution. In con-
trast, SDAG uses SLURM’s native features for dependency management and job 
scheduling, simplifying the overall architecture. For example, if Job A depends 
on Job B, SDAG automatically sets the appropriate dependency flag in the 
SLURM submission for Job A, ensuring that it will only start once Job B has 
finished successfully. This direct integration with SLURM’s native functionality 
results in a more streamlined and efficient solution for managing workflows.
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3.1 Key Advantages of SDAG’s Architecture 

– No Need for a Workflow Controller: By utilizing SLURM’s built-in 
dependency system, SDAG removes the requirement for a separate workflow 
controller process, thereby simplifying the workflow management process. 

– Reduced Overhead: The elimination of a dedicated controller process sig-
nificantly reduces the computational and memory overhead commonly asso-
ciated with traditional WMS. 

– Increased Robustness: SDAG’s reliance on SLURM’s native job depen-
dency system ensures that the failure of a controller will not disrupt the 
entire workflow. SLURM independently handles job dependencies, guaran-
teeing reliable task execution. 

– Seamless Integration with SLURM: SDAG is tightly integrated with 
SLURM, making it an ideal choice for users working within SLURM-based 
HPC environments. It directly utilizes SLURM’s powerful job scheduling and 
dependency management features without requiring any additional infras-
tructure. 

In summary, SDAG offers a simple, efficient, and robust architecture by lever-
aging SLURM’s native job dependency and scheduling system. By eliminating 
the need for a separate workflow controller, SDAG provides a streamlined and 
lightweight solution for managing Directed Acyclic Graph (DAG)-based work-
flows within SLURM environments, making it an ideal tool for high-performance 
computing systems. 

4 Use Case and Performance Evaluation 

In this section, we describe the performance evaluation of the ChIP-Seq work-
flow, executed on the LUMI supercomputer using the SDAG, Nextflow, and  Air-
flow workflow management systems. We perform three experiments with varying 
input data sizes to investigate the scalability and efficiency of each workflow man-
ager. These experiments provide insight into the performance of each workflow 
manager as the dataset size increases. 

4.1 ChIP-Seq Workflow with SDAG 

ChIP-Seq (Chromatin Immunoprecipitation Sequencing) is a powerful technique 
that allows researchers to study protein-DNA interactions by sequencing DNA 
fragments that are bound by specific proteins. The typical ChIP-Seq workflow 
consists of several stages, including data preprocessing, alignment, quality con-
trol (QC), peak calling, and, if needed, differential analysis. This workflow can 
be complex, particularly for large datasets, and is traditionally managed manu-
ally or with complex workflow management tools. However, using SDAG (Slurm 
Directed Acyclic Graph), we can automate and streamline the entire process by 
leveraging SLURM’s native job dependency system. This ensures that each step
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is executed efficiently and sequentially, reducing the overhead and complexity of 
managing the workflow. 

The main stages of the ChIP-Seq workflow, along with the tools used in each 
stage, are as follows: 

Step 1: Conversion of SAM to BAM Files. The first step in the ChIP-
Seq workflow involves converting raw SAM (Sequence Alignment Map) files into 
BAM (Binary Alignment Map) files. BAM files are more efficient for storage and 
faster to process than SAM files due to their binary format and compression. 
The conversion is done using the SAMtools [ 14], a widely used tool for handling 
SAM/BAM files. This step is critical because the BAM format is necessary for 
downstream analyses, including alignment and peak calling. 

In our experiments, SDAG automates this conversion by submitting a 
SLURM job that takes the SAM files as input and generates the correspond-
ing BAM files. The job dependency ensures that this step is completed before 
moving to the next stage in the workflow. The SLURM job for this conversion 
is described as follows: 

JOB ConvertSAMtoBAM sam_to_bam.sbatch 
PARENT Start CHILD ConvertSAMtoBAM 

The ‘ConvertSAMtoBAM’ job depends on the completion of the ‘Start’ job, 
which may involve preparing the raw SAM files. 

Step 2: Quality Control. After the conversion of SAM to BAM files, the 
next step is quality control (QC) on the data. This includes assessing read cov-
erage, mapping quality, and other important metrics to ensure the quality of 
the sequencing data before moving to further analysis steps. Quality control is 
performed using tools like FastQC [fastqc], Qualimap [qualimap], and Picard 
Tools [picard], which assess various aspects of the data, including the distribu-
tion of mapped reads and the presence of potential biases. 

For our experiments, SDAG automates the QC process by submitting sepa-
rate SLURM jobs for each QC tool. These jobs are dependent on the successful 
completion of the previous steps, ensuring that quality control is only performed 
after the conversion step. The job dependency is specified as follows: 

JOB QCReadCoverage qc_read_coverage.sbatch 
PARENT ConvertSAMtoBAM CHILD QCReadCoverage 

This ensures that the QC process starts only after the conversion of SAM 
files to BAM files is complete. 

Step 3: Peak Calling. Peak calling is the process of identifying regions of 
the genome where proteins of interest bind to DNA. This step is essential for 
understanding protein-DNA interactions and determining the biological signif-
icance of the data. The peak calling process is computationally intensive, and
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tools like MACS (Model-based Analysis of ChIP-Seq) [ 15] and  HOMER [ 16] are  
commonly used for this step. MACS is particularly popular for detecting peaks 
in ChIP-Seq data and distinguishing true binding sites from background noise. 

In our experiments, SDAG handles peak calling as a dependent job, which 
takes the processed BAM files (and the results of the QC step) as input. The 
MACS tool is run as a separate job that is dependent on the completion of the 
QC job. The SLURM job for peak calling is specified as follows: 

JOB PeakCalling peak_calling.sbatch 
PARENT QCReadCoverage CHILD PeakCalling 

This job dependency ensures that peak calling only runs after the QC process 
has been completed successfully, and the BAM files are ready for analysis. 

Step 4: Differential Analysis (if Applicable). If comparing multiple sam-
ples, such as treatment versus control, differential binding analysis can be per-
formed to identify significant differences in protein-DNA binding between the 
samples. Tools such as DESeq2 [ 17] and  edgeR [ 18] are commonly used for dif-
ferential analysis in ChIP-Seq workflows. This step is not always necessary, but 
it provides deeper biological insights when comparing conditions. 

For the purposes of our experiments, this step may be incorporated after 
peak calling, depending on the experimental design. SDAG automates this step 
as well, ensuring that it only runs after peak calling has completed. 

Composing the Workflow Using SDAG. Each of the steps (conversion, QC, 
peak calling, and potentially differential analysis) is represented by an individ-
ual SLURM job in SDAG. These jobs are connected sequentially in a Directed 
Acyclic Graph (DAG) file, ensuring that each step depends on the completion 
of the previous one. The entire workflow is described in the following way: 

JOB Start start_sbatch.sbatch 
JOB ConvertSAMtoBAM sam_to_bam.sbatch 
JOB QCReadCoverage qc_read_coverage.sbatch 
JOB PeakCalling peak_calling.sbatch 
PARENT Start CHILD ConvertSAMtoBAM 
PARENT ConvertSAMtoBAM CHILD QCReadCoverage 
PARENT QCReadCoverage CHILD PeakCalling 

In this DAG, the ‘Start’ job initializes the workflow and triggers the con-
version of SAM to BAM files. Once the BAM files are generated and quality 
control is completed, peak calling is executed. Each job depends on the suc-
cessful completion of the previous one, ensuring a smooth and reliable workflow 
execution.
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Benefits of Using SDAG in the ChIP-Seq Workflow. Using SDAG to 
manage the ChIP-Seq workflow provides several advantages: 

– Simplified Workflow Management : SDAG automates the entire process by 
leveraging SLURM’s native job dependency system, eliminating the need for 
complex workflow controllers. 

– Reduced Overhead : By avoiding the need for additional workflow management 
tools, SDAG reduces computational overhead and simplifies the workflow. 

– Increased Reliability : Since SDAG relies on SLURM’s job scheduling and 
dependency system, it minimizes the risk of workflow failure due to mis-
management of job dependencies. 

– Parallel Execution: SDAG enables efficient parallel execution of tasks where 
possible, improving overall workflow performance. 

In summary, SDAG offers a lightweight, efficient, and reliable solution for 
automating the ChIP-Seq workflow. By using SLURM’s job dependency system, 
SDAG ensures that each step in the workflow is executed in the correct order, 
without the need for additional control processes. This approach simplifies the 
execution of complex genomic analyses and improves the overall efficiency of 
computational resources. 

4.2 Experiments with Varying Dataset Sizes 

We conducted three experiments, each with a different dataset size, to evaluate 
the performance of the three workflow managers. Each experiment was repeated 
20 times to ensure consistency and to account for any variability in the execution 
times. 

Experiment 1: Small Dataset (2 GB). The first experiment uses a small 
dataset of 2 GB, which corresponds to approximately 100 million sequencing 
reads. This dataset size is typical for initial testing or for smaller-scale genomic 
studies. The input data is stored in SAM format and undergoes the following 
steps: 

1. Trimming : Adapter sequences and low-quality bases are removed. 2. Align-
ment : The trimmed data is aligned to the reference genome using the Bowtie 
alignment tool. 3. Peak Calling : Regions of the genome where protein binding 
occurs are identified using the MACS tool. 

The small dataset allows us to investigate the baseline performance of each 
workflow manager, particularly in terms of setup and execution time for a rela-
tively lightweight computational load. 

Experiment 2: Medium Dataset (10 GB). The second experiment uses 
a medium dataset of 10 GB, which corresponds to approximately 500 million 
reads. This dataset size is representative of medium-scale studies and presents 
a more realistic scenario for many genomic experiments. The steps involved are 
identical to those in Experiment 1 but involve a larger amount of data:
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1. Trimming : The trimming process becomes more time-consuming with the 
larger dataset. 2. Alignment : Aligning 500 million reads takes significantly longer 
than with the small dataset. 3. Peak Calling : Identifying peaks in a larger dataset 
demands more computational resources and time. 

This experiment evaluates the performance of each workflow manager under 
a medium computational load, which is common in many genomic studies. 

Experiment 3: Large Dataset (50 GB). The third experiment uses a 
large dataset of 50 GB, corresponding to approximately 2.5 billion sequenc-
ing reads. This dataset is suitable for large-scale studies, such as whole-genome 
ChIP-Seq, where extremely high computational power and efficient workflow 
management are required. The process includes: 

1. Trimming : Trimming 2.5 billion reads requires substantial computational 
resources, as the operation is applied to a much larger dataset. 2. Alignment : 
Aligning the large dataset to the reference genome is the most computationally 
intensive step, requiring substantial memory and processing power. 3. Peak Call-
ing : The peak calling process is also significantly more resource-intensive, as it 
must handle the large volume of aligned data. 

The large dataset allows us to evaluate the ability of each workflow manager 
to scale and handle extensive computational tasks without significant overhead 
or failures. 

4.3 LUMI Supercomputer 

The LUMI (Large Unified Modern Infrastructure) supercomputer is one of the 
most powerful high-performance computing (HPC) systems in Europe, providing 
computational resources for a wide range of scientific applications. Located at 
the CSC – IT Center for Science in Finland, LUMI is designed to handle some 
of the most computationally demanding tasks in fields such as climate modeling, 
bioinformatics, artificial intelligence, and physics simulations. 

LUMI is based on the HPE Cray EX architecture, which combines a variety 
of state-of-the-art computing components to deliver high throughput and low-
latency performance. The system features a Cray Slingshot interconnect that pro-
vides high bandwidth and low-latency communication between nodes, which is 
crucial for scaling up large parallel applications. LUMI has a total of 9,000 nodes, 
with over 50,000 CPU cores, providing a total peak performance of approxi-
mately 375 petaflops. The compute nodes are based on AMD EPYC 7003 series 
processors, offering high-frequency cores and support for memory-intensive work-
loads. Additionally, LUMI incorporates AMD Instinct MI250X GPUs for accel-
erated computation, enhancing performance for AI, machine learning, and other 
GPU-accelerated tasks. 

4.4 Performance Evaluation 

In this section, we evaluate the performance of the ChIP-Seq workflow exe-
cuted on the LUMI supercomputer using three different workflow managers:



SDAG: A Directed Acyclic Graph Based Workflow Manager for SLURM 401

SDAG, Nextflow, and  Airflow. The evaluation is based on three experiments 
with different dataset sizes: small (2 GB), medium (10 GB), and large (50 GB). 
For each experiment, the workflow was executed using the following computa-
tional resources: 

– 48 CPU cores per node 
– 192 GB of memory per node 

Given the scale of the data involved in these experiments, we use tools that 
can process multiple input files in parallel. This parallelization is crucial to handle 
the large datasets efficiently. Below is a description of how these tools are used 
in the ChIP-Seq workflow, utilizing parallel processing capabilities. 

Step 1: Conversion of SAM to BAM Files. The first step involves convert-
ing multiple SAM files into BAM files, a process that is crucial for subsequent 
analysis. We use the SAMtools [ 14] tool to perform this conversion, which sup-
ports parallel execution across multiple input files. 

The SLURM script for this step is as follows: 

#!/bin/bash 
#SBATCH --job-name=convert_sam_to_bam 
#SBATCH --output=convert_sam_to_bam.out 
#SBATCH --ntasks=1 
#SBATCH --cpus-per-task=8 
#SBATCH --mem=32G 
#SBATCH --time=02:00:00 

module load samtools 

samtools view -@ 8 -bS input_1.sam > output_1.bam 
samtools view -@ 8 -bS input_2.sam > output_2.bam 

In this script, we utilize the ‘-@ 8’ option to instruct SAMtools to use 8 
CPU cores for parallel processing, converting two SAM files into BAM files 
simultaneously. 

Step 2: Quality Control (QC). For quality control, we use FastQC [fastqc], 
which allows parallel processing of multiple input files. Quality control involves 
checking read coverage, base composition, and other metrics to ensure the 
sequencing data is of high quality. 

The SLURM script for quality control is as follows:
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#!/bin/bash 
#SBATCH --job-name=qc_read_coverage 
#SBATCH --output=qc_read_coverage.out 
#SBATCH --ntasks=1 
#SBATCH --cpus-per-task=4 
#SBATCH --mem=16G 
#SBATCH --time=01:00:00 

module load fastqc 

fastqc -t 4 -o qc_output/ input_1.bam input_2.bam input_3.bam 

The ‘-t 4’ option allows FastQC to process multiple BAM files in parallel, 
utilizing 4 CPU cores. This ensures that quality control is performed efficiently 
across several files at once. 

Step 3: Peak Calling. The peak calling step identifies regions where proteins 
bind to DNA. We use MACS2 [macs2], which can perform peak calling in 
parallel for multiple input BAM files. This step is computationally intensive, 
particularly when analyzing a large number of files. 

The SLURM script for peak calling is as follows: 

#!/bin/bash 
#SBATCH --job-name=peak_calling 
#SBATCH --output=peak_calling.out 
#SBATCH --ntasks=1 
#SBATCH --cpus-per-task=12 
#SBATCH --mem=64G 
#SBATCH --time=06:00:00 

module load macs2 

macs2 callpeak -t input_1.bam input_2.bam input_3.bam -f \ 
BAM -g hs -n sample_output 

In this script, MACS2 is instructed to run on three input BAM files in paral-
lel, using 12 CPU cores to perform the peak calling on all the files simultaneously. 
This significantly reduces the overall runtime of this step. 

Job Dependencies and Workflow Execution. Each step in the workflow 
is dependent on the successful completion of the previous step. Using SDAG, we  
automate the submission of these jobs and ensure that they run in the correct 
sequence. The SLURM job dependencies are described as follows:
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JOB Start start_sbatch.sbatch 
JOB ConvertSAMtoBAM sam_to_bam.sbatch 
JOB QCReadCoverage qc_read_coverage.sbatch 
JOB PeakCalling peak_calling.sbatch 
PARENT Start CHILD ConvertSAMtoBAM 
PARENT ConvertSAMtoBAM CHILD QCReadCoverage 
PARENT QCReadCoverage CHILD PeakCalling 

Each job is linked to the next through job dependencies. For example, the 
‘QCReadCoverage’ job depends on the successful completion of the ‘Convert-
SAMtoBAM’ job, and the ‘PeakCalling’ job is executed only after the QC step 
has completed. 

Execution Time Results. The execution times for each workflow manager 
across the three datasets are shown in the table and figure below. The perfor-
mance evaluation was based on the median execution times across 20 runs, with 
error rates (standard deviations) included. The experiments demonstrated that 
as the dataset size increased, the performance of each workflow manager scaled 
accordingly. SDAG was consistently faster, particularly for the larger datasets, 
due to its ability to handle parallel processing more efficiently. 

4.5 Analysis 

As shown in Fig. 1, the performance of the three workflow managers differs sig-
nificantly as the dataset size increases. SDAG consistently outperforms both 
Nextflow and Airflow, particularly for larger datasets. The primary reason for 
this is that SDAG leverages the native SLURM job scheduler’s dependency man-
agement system, which reduces overhead and simplifies resource allocation. In 
contrast, both Nextflow and Airflow require additional layers for task scheduling 
and management, which increases the overall runtime. 

For smaller datasets, the difference between the systems is less pronounced, 
but as the dataset size increases, the performance advantages of SDAG become 
more evident. Nextflow and Airflow introduce additional complexities due 
to their distributed execution frameworks, while SDAG benefits from direct 
integration with SLURM for job dependency management, resulting in more 
efficient execution.
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Fig. 1. Execution times for ChIP-Seq workflow on the LUMI supercomputer, with 
error rates for different dataset sizes and workflow managers. 

5 Discussion 

SDAG is designed for simplicity and ease of use, making it an ideal solution for 
managing DAG-based workflows with minimal configuration. Its integration with 
SLURM allows for efficient job scheduling and dependency management without 
the need for additional schedulers or complex setup. This simplicity makes SDAG 
a great choice for users who need a lightweight workflow management system in 
SLURM-based HPC environments. One of the key advantages of SDAG is its 
effective handling of job dependencies. By establishing clear parent-child rela-
tionships between tasks, SDAG ensures jobs are executed in the correct order, 
preventing orphan jobs and ensuring workflow integrity. This is especially impor-
tant in scientific workflows where the execution order is crucial for maintaining 
result consistency. However, SDAG has some limitations. While it works well for 
small to medium-sized workflows, it may not scale efficiently for larger, more 
complex workflows. More advanced workflow managers, such as HTCondor or 
Apache Airflow, offer better scalability and support for dynamic resource alloca-
tion, making them more suitable for large-scale distributed workflows. Addition-
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ally, SDAG lacks advanced features like job retries, error handling, and real-time 
monitoring, which are necessary for fault-tolerant or mission-critical workflows. 

In summary, SDAG provides a simple and efficient solution for managing 
DAG-based workflows in SLURM environments. While it may not offer the scal-
ability or advanced features needed for very large workflows, its ease of use, 
SLURM integration, and effective dependency management make it a strong 
tool for many computational tasks. 

6 Conclusions and Future Work 

SDAG offers a straightforward and efficient solution for managing DAG-based 
workflows in SLURM environments. Its integration with SLURM and mini-
mal configuration requirements make it an attractive option for users who need 
basic job dependency management without the complexity found in larger, more 
feature-rich systems. While SDAG is well-suited for small to medium-sized work-
flows, it could benefit from additional enhancements to support more advanced 
workflow management features and greater scalability for larger, more complex 
workflows. 

Future work on SDAG could focus on expanding its functionality to include 
job monitoring, error handling, and job retries. These features would improve 
fault tolerance and provide users with more control over the execution of their 
workflows. Additionally, enhancing SDAG’s ability to handle larger-scale work-
flows by incorporating features such as dynamic resource allocation and opti-
mization could further improve its scalability. Compatibility with other job 
schedulers beyond SLURM could also be explored to increase the system’s 
applicability across various computing environments. By addressing these areas, 
SDAG could become an even more versatile and powerful tool for managing 
computational workflows in diverse settings. 
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Abstract. Skin cancer, with its constantly growing incidence, demands methods 
for early diagnosis, which is essential for successful treatment. Aiming at this 
objective, this study proposes a web tool based on Deep Learning. The study 
encompassed the selection and organization of a dataset, the implementation of 
pre-trained neural networks, the application of regularization techniques, and the 
development of the web application. The tool uses a convolutional neural net-
work (CNN) trained on the HAM10000 dataset of dermoscopic images to identify 
suspicious lesions and assist health professionals in assessing the probability of 
malignancy. Among the tested networks, ResNet152V2 stood out, achieving an 
accuracy of 99.0% in the test set. The web interface, developed in Flask, allows the 
upload of photos and the obtaining of results in 1.17 1 Graduando de Sistemas de 
Informação pela Unichristus; jonasherminio@live.com; 2 Mestre em inteligência 
computacional pelo centro de informática da UFPE; rodrigo.valentim@unichris-
tus.edu.br; 4 s on average. This study is configured as a contribution to skin cancer 
diagnostic studies using Deep Learning. 

Keyword: Artificial Intelligence · Deep Learning · Image Diagnosis · Skin 
Cancer 

1 Introduction 

1.1 Context and Scope of the Topic 

Skin cancer is a global public health issue, with projections from the American Cancer 
Society indicating that in the United States in 2024, the number of new cases will be 
among the top five most common types of cancer (Society, 2024). 

In Brazil, skin cancer prevention is crucial due to the tropical climate. The govern-
ment promotes awareness campaigns such as “Dezembro Laranja” (Orange December), 
established by the Brazilian Society of Dermatology (SBD), which aims to educate the 
population on the importance of prevention and early detection of skin cancer—the most 
common type of cancer in Brazil (INCA, 2023).
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Among the types of skin cancer, melanoma stands out as the most lethal and dan-
gerous due to its high potential to metastasize (spread to other organs) (INCA, 2022a). 
Early detection and diagnosis of this type of cancer are crucial for successful treatment, 
with cure rates exceeding 95% when identified early (Thörn et al. 1994). 

For an accurate melanoma diagnosis, dermatologists typically rely on biopsy, a surgi-
cal procedure. However, to avoid unnecessary procedures, the ABCDE Rule was devel-
oped (Rossi et al. 2018), a simple method that helps identify suspicious melanoma lesions 
based on their appearance. 

In this context, there is a growing need for solutions that assist in the early and accu-
rate diagnosis of skin cancer. The development of automated tools based on Deep Learn-
ing presents a promising alternative to complement clinical examinations and reduce 
diagnostic errors. 

In recent years, advances in artificial intelligence in the medical field have driven 
the use of Deep Learning for detection, segmentation, and classification of medical 
images (Chan et al. 2020). Some studies confirm the effectiveness of deep learning in 
medical image classification (Cheng et al. 2022). Consequently, researchers are focusing 
on creating classification networks for computer-aided diagnosis systems. 

With the increasing availability of medical imaging datasets, researchers have the 
opportunity to contribute to solving complex medical problems. Examples include blood 
vessel edge detection using neural networks (Saha Tchinda et al. 2021) and organ seg-
mentation, such as the liver (Yu et al. 2018), demonstrating the potential of this technol-
ogy. In oncology, the classification of fibrosis stages in the liver through imaging (Yu 
et al. 2018) is another promising example. 

Regarding skin cancer detection, the HAM10000 public dataset (Tschandl, 2018), 
created for a global challenge in image analysis and melanoma detection, offers a valu-
able resource for research and development of AI-based solutions. This dataset can be 
used to improve Deep Learning techniques for precise melanoma classification, aiding 
in early diagnosis and promoting public health. 

Although promising research on skin lesion classification has been published 
(Mridha et al. 2023;Moturi et al.  2024; Huang et al. 2021), there is still room for improve-
ment in existing techniques. A common approach involves a two-step process: first, deep 
neural networks segment and extract image features; then, these features are used for 
classification. However, most studies focus on general lesion classifications, without 
distinguishing specific types of skin pathologies. This limitation reduces the accuracy 
of melanoma identification and may compromise proper diagnosis and treatment. 

An efficient computer-aided diagnosis system for skin cancer identification could 
offer significant benefits to both doctors and patients. For doctors, the tool can support 
decision-making, providing additional information to aid in final diagnosis. For patients, 
the pre-diagnosis preview encourages them to seek specialized treatment, optimizing 
response time and increasing the chances of successful treatment. 

Thus, the development of this project contributes to research in artificial intelligence, 
particularly in early diagnosis and classification of skin cancer. Using a medical image 
dataset and a web interface, the system leverages Deep Learning techniques to classify 
lesions, assisting in patient diagnosis.
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1.2 Problem Statement 

Early detection of skin cancer is crucial for successful treatment and improved survival 
rates. However, diagnosing it accurately is complex due to the challenges of analyzing 
skin images. In this scenario, a web-based diagnostic tool plays a vital role in facilitating 
early skin cancer detection. 

Thus, the development of automated tools based on Deep Learning emerges as a 
promising alternative to complement clinical examination and reduce diagnostic errors. 

1.3 Objectives 

Develop a web-based tool using Deep Learning to assist in the diagnosis of skin cancer 
and the classification of its lesions, with the goal of supporting clinical examination and 
enhancing diagnosis accuracy. 

• Train Convolutional Neural Network (CNN) models on a large dataset of dermato-
scopic images. 

• Implement image preprocessing techniques to ensure data quality and consistency. 
• Explore different CNN architectures to identify the most suitable model for the task. 
• Apply regularization techniques, such as dropout and early stopping, to prevent 

overfitting and improve model generalization. 
• Compute and evaluate performance metrics, such as accuracy, recall, F1-score, and 

sensitivity, for each model on the validation dataset. 
• Integrate the CNN model into a web interface. 

Enable health professionals to upload images of skin lesions and receive a preliminary 
evaluation and classification into different lesion categories. 

1.4 Justification 

Traditionally, skin lesion diagnosis relies on visual assessment by doctors, which can 
be challenging, especially due to the human limitations in analyzing a large number 
of images. This limitation opens opportunities for AI-driven solutions to enhance data 
processing and improve diagnostic accuracy. 

Many people delay seeking medical attention until experiencing severe and per-
sistent symptoms (Brasil, 2022), neglecting regular medical check-ups and preventive 
screenings. However, early disease diagnosis significantly increases chances of cure. 

The proposed solution aims to facilitate medical follow-up through the use of 
neural network technology, offering a practical and efficient tool to assist healthcare 
professionals in skin cancer diagnosis.
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2 Theoretical Framework 

This section explores the concepts of skin cancer, melanoma, its symptoms and warn-
ing signs, as well as the fundamentals of Machine Learning, Transfer Learning, pre-
trained models, and the main performance metrics used in the evaluation of image-based 
diagnostic systems. 

2.1 Cancer 

Malignant neoplasia, also known as cancer, is a group of over 100 diseases characterized 
by the uncontrolled and disordered growth of cells. These rapidly multiplying cells can 
cluster together, forming tumors that may invade and destroy healthy tissues (INCA, 
2022b). 

2.2 Melanoma 

Melanoma, or malignant melanoma, is a type of skin cancer that develops from 
melanocytes, the cells responsible for producing melanin, the pigment that determines 
skin color. This type of cancer is known for its aggressiveness, with a higher tendency 
to invade healthy tissues and spread to other areas of the body (metastasis). 

The main risk factors for melanoma include (INCA, 2022a): 

• Excessive exposure to ultraviolet (UV) radiation from the sun: This includes artificial 
tanning, a history of frequent sunburns during childhood or adolescence. 

• Fair skin: People with lighter skin phototypes (types I and II) are at higher risk. 
• Freckles: The presence of a large number of freckles (ephelides) on the body. 
• Red or blonde hair: Individuals with natural red or blonde hair tend to be more 

sensitive to solar radiation. 
• Light-colored eyes: People with blue, green, or gray eyes have a higher risk of 

developing melanoma. 
• Presence of many moles (nevi): Individuals with more than 50 mol on the body are 

at a higher risk of developing melanoma. 

2.3 Symptoms and Warning Signs 

Melanoma arises when melanocyte cells, which produce melanin, begin to grow uncon-
trollably. The main warning signs of melanoma include changes in the color, size, shape, 
or texture of an existing skin lesion or the appearance of a new mole. 

Other signs may include: 

• Irregular borders 
• Asymmetry 
• Color variations 
• Redness, itching, or bleeding 

For this reason, it is essential to monitor and track changes in moles over time (NCI, 
2023).
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2.4 Resources 

This project employs various resources, algorithms, and open-source libraries to facilitate 
and enhance the development of the chosen applications and methodologies. Among 
them, Machine Learning combined with Convolutional Neural Networks (CNNs) is 
particularly useful for creating applications based on artificial intelligence. Additionally, 
this section explores the principles behind Transfer Learning, pre-trained networks, 
optimizers, and the selected evaluation metrics. 

2.5 Machine Learning 

Machine Learning is a branch of artificial intelligence focused on developing algorithms 
and statistical models. These enable computers to improve their performance in a given 
task through experience and data, without requiring explicit programming (Ludermir, 
2021). 

This approach has gained prominence and importance in various fields, transforming 
industries and enabling the development of innovative applications (Goodfellow et al. 
2016). The following subsection discusses the fundamental principles of Deep Learning, 
a subfield of Machine Learning on which this project is based. 

2.6 Deep Learning 

Deep Learning is a subdomain of Machine Learning that employs multi-layered neural 
networks, known as deep neural networks. These networks can capture complex patterns 
in data (Brahma et al. 2015). 

In the context of image classification, Convolutional Neural Networks (CNNs) play 
a fundamental role, as they are specifically designed to analyze and extract important 
features from images, allowing the identification of objects, faces, patterns, and other 
visual elements with high accuracy (Ribeiro et al. 2016). This capability makes CNNs 
essential for a wide range of applications, from object recognition in photographs to 
medical diagnostics based on images (Sarvamangala and Kulkarni, 2022). 

2.7 Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) represent a major advancement in the field of 
Machine Learning, particularly in computer vision tasks. They have driven significant 
progress in areas such as image classification, object detection, facial recognition, and 
medical image analysis (Ribeiro et al. 2016). This type of neural network is highly spe-
cialized and was developed specifically to process grid-structured data, such as images 
and videos (Goodfellow et al. 2016). 

CNNs have become increasingly popular due to their ability to automatically learn 
and extract hierarchical features from raw input data. Their success in various image-
related tasks is largely attributed to their effectiveness in capturing spatial hierarchies 
and patterns (Ribeiro et al. 2016).
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Although numerous CNN architectures have been proposed, such as ImageNet 
(Krizhevsky et al. 2012) and DenseNet (Huang et al. 2018), a CNN generally con-
sists of three main layers: a convolutional layer, a pooling layer, and a fully connected 
(dense) layer. 

2.8 Convolutional Layer 

The convolutional layer is responsible for extracting relevant features from an input 
image by applying filters that slide across the image, generating feature maps that 
highlight local patterns. 

These filters move over the image, multiplying their values with corresponding 
regions of the input and summing the results, producing a feature map that detects 
elements such as edges, textures, and shapes. This method allows the neural network 
to effectively learn hierarchical representations of data, essential for pattern recognition 
tasks in images (Goodfellow et al. 2016). 

Figure 1 illustrates a simple example of an image convolution process. 

Fig. 1. Image convolution with a 7 × 7 input image and a 3 × 3 filter kernel. Source: (Baskin 
et al. 2018). 

2.9 Pooling Layer 

The pooling layer plays a crucial role in CNNs. Its primary function is to simplify the spa-
tial representation of information, reducing the dimensionality of data and, consequently, 
the computational load of the model (Goodfellow et al. 2016). 

To achieve this, the pooling layer replaces specific network results with a summarized 
statistic from nearby results. Common pooling techniques include: 

• Average pooling – computes the average value of a rectangular region. 
• L2 norm pooling – calculates the L2 norm within a neighborhood. 
• Max pooling – selects the highest value within the region (Goodfellow et al. 2016).
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By reducing the data map size, the pooling layer accelerates processing and decreases 
memory consumption, making Machine Learning models more efficient, especially 
when handling large datasets (Sarvamangala and Kulkarni, 2022). 

2.10 Fully Connected (Dense) Layer 

In the fully connected layer (dense layer), each neuron is connected to all neurons in 
the previous layer, forming an interconnected network. This full connectivity allows the 
dense layer to map the relationship between input and output, transforming the activation 
maps generated by convolutional layers into a probabilistic representation for each class 
(Goodfellow et al. 2016). 

To accomplish this, the dense layer adjusts the weights of connections between 
neurons, assigning each pixel in the image a probability of belonging to a given class. 
This final step in the CNN architecture is crucial for the network’s final decision-making, 
classifying the image based on the class with the highest probability (Goodfellow et al. 
2016). 

2.11 Transfer Learning 

Training a large-scale CNN model from scratch can be a time-consuming and compu-
tationally expensive process, especially when working with large datasets. To optimize 
this process, Transfer Learning emerges as an effective solution (Geron, 2022). 

Transfer Learning consists of reusing the initial layers of a pre-trained neural network 
on a similar task to the one being developed. This reuse of pre-existing knowledge, 
acquired through training on a large dataset, allows the new model to significantly 
accelerate its learning process (Zhuang et al. 2020). 

2.12 Pre-trained Models 

This project employs the following pre-trained networks: Xception, ResNet152V2, and 
EfficientNet-B7. 

2.13 Xception 

The Xception neural network was introduced in 2016 and is inspired by the Inception 
modules from GoogleNet. It utilizes depthwise separable convolutions to reduce the 
number of parameters and increase computational efficiency without compromising 
accuracy. 

Xception excels in image segmentation and object recognition tasks, making it a 
promising choice for detecting skin cancer in images (Chollet, 2017). 

2.14 ResNet152V2 

The ResNet152V2 neural network is an enhanced version of ResNet152, a deep and 
robust architecture with 152 layers.
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ResNet152V2 introduces modifications such as batch normalization, which makes 
it more efficient and accurate compared to the original ResNet152. This model is par-
ticularly effective in image classification and pattern recognition tasks (Zhuang et al. 
2020). 

2.15 EfficientNet-B7 

The EfficientNet-B7 architecture belongs to the EfficientNet family, a series of neural 
networks designed to balance accuracy and computational efficiency. 

Its highlight is the neural architecture search approach, which enables the automatic 
discovery of optimal structures for different tasks. EfficientNet-B7 excels in image clas-
sification and object recognition, making it a suitable choice for devices with limited 
computational resources (Koonce, 2021). 

3 Classification Metrics 

3.1 Confusion Matrix 

The confusion matrix is a fundamental technique for evaluating the performance of 
classification models. It provides a detailed tabular representation of the model’s predic-
tions compared to the actual data labels. The basic concept involves counting how many 
times instances of a specific class are incorrectly classified as belonging to another class 
(Geron, 2022). 

Figure 2 illustrates an example of a confusion matrix. 

Fig. 2. Example of a Confusion Matrix. Source: (Mridha et al. 2023)
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From the confusion matrix, we can calculate several important evaluation metrics, 
such as precision, recall, and F1-score, which will be discussed in the following para-
graphs. These metrics provide valuable insights into how the model performs across 
different aspects of the classification task, assisting in selecting the final model or tuning 
parameters to optimize performance. 

3.2 Evaluation Metrics 

Using evaluation metrics such as Precision, Recall, and F1-score, we can assess the 
performance of the model and identify areas for improvement. To better understand these 
metrics, we first need to introduce the concepts of True Positives (TP), False Positives 
(FP), and False Negatives (FN), which serve as the foundation for these calculations: 

• TP (True Positives): Cases where the model correctly predicted the class. 
• FP (False Positives): Cases where the model incorrectly predicted a class that was 

not the actual one. 
• FN (False Negatives): Cases where the model failed to predict the actual class. 

3.3 Precision 

Precision measures the proportion of correct classifications among all positive predic-
tions made by the model. In other words, it indicates how reliable the model is in its 
positive classifications and how it is affected by the number of false positives (Geron, 
2022). The formula for precision is: 

Precision = TP/(FP + TP) (1) 

3.4 Recall 

Recall, also known as sensitivity, measures the proportion of positive examples that were 
correctly identified by the model. It is affected by the number of false negatives (Geron, 
2022). The formula for recall is: 

Recall = TP/(FN + TP) (2) 

3.5 F1-Score 

The F1-score is the harmonic mean of precision and recall. It provides a single metric 
that combines both precision and recall into a single measure (Geron, 2022). The formula 
for calculating the F1-score is: 

F1 − Score = 2((Precision ∗ Recall)/(Precision + Recall)) (3)
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4 Related Works 

This section presents related studies that focus on the use of Deep Learning for skin 
lesion detection, utilizing the HAM10000 dataset (Tschandl, 2018). 

To improve and address gaps in previous studies, the following projects, published in 
the last five years, were selected as a basis for discussion: (Mridha et al. 2023), (Moturi 
et al. 2024), and (Huang et al. 2021). At the end of this section, a comparative analysis 
between these projects and the current study will be presented. 

4.1 An Interpretable Skin Cancer Classification Using Optimized Convolutional 
Neural Network for a Smart Healthcare System 

The study conducted by Mridha et al. (2023) explores the use of Deep Learning for skin 
cancer detection, implementing Grad-CAM and Grad-CAM++ methods. 

These methods calculate the gradients of the last convolutional layer output with 
respect to the activation of the target class, allowing the identification of the most 
influential regions of the image in the model’s decision. This approach helps interpret 
CNN-based models, highlighting critical image regions and aiding in the classification 
decision. 

Figure 3 illustrates examples of images classified using Grad-CAM and Grad-
CAM++.
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Fig. 3. Example of images classified using Grad-CAM and Grad-CAM++. Source: (Mridha et al. 
2023)
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The authors chose not to use pre-trained networks but instead modified activation 
functions and optimizers to achieve satisfactory results. Accuracy and loss were used to 
evaluate the model’s performance. 

With the best hyperparameters, the proposed model achieved an accuracy of 81.24% 
and a loss of 0.47% in lesion classification, using the ReLU activation function and the 
Adam optimizer. 

4.2 Developing an Efficient Method for Melanoma Detection Using CNN 
Techniques 

In this project, Moturi et al. (2024) proposed the application of Deep Learning techniques, 
utilizing the pre-trained MobileNetV2 network for detecting and identifying two main 
types of lesions: malignant and benign. 

A web application was developed using the Python framework to provide a graphical 
user interface, enabling practical validation of the model. However, the platform only 
displays the lesion classification (either malignant or benign) without presenting the 
accuracy of the generated result. 

After validation, the MobileNetV2 model achieved 98% accuracy during training 
and 85% accuracy on the validation dataset. 

4.3 Development of a Light-Weight Deep Learning Model for Cloud Applications 
and Remote Diagnosis of Skin Cancers 

In this study, Huang et al. (2021) designed a secure and beneficial platform to support 
the automatic diagnosis of skin cancer. The platform uses a lightweight Deep Learning-
based classification model to assist initial medical consultations. This model can be 
deployed both on cloud storage and mobile devices. 

To construct the model, the researchers analyzed medical records and images 
of patients diagnosed with skin cancer and benign tumors between 2006 and 2017, 
using data from the Kaohsiung Chang Gung Memorial Hospital (KCGMH) database. 
Additionally, the HAM10000 dataset (Tschandl, 2018) was also used. 

Among the pre-trained networks tested, EfficientNet-B4 performed the best, achiev-
ing the highest accuracy. 

The model obtained: 

• 89.5% accuracy for binary classification (benign vs. malignant) in the KCGMH 
dataset. 

• 85.8% accuracy for classification into seven categories using the HAM10000 dataset. 
• 72.1% accuracy for classification into five categories using the KCGMH dataset. 

4.4 Considerations 

Based on the reviewed projects, which proposed solutions for skin lesion diagnosis, it 
was observed that none of the studies provided a tool that precisely displays the prob-
ability percentage of different possible lesions. Additionally, the lack of classifications 
in Portuguese may hinder usability for local professionals. 

Furthermore, some projects did not use pre-trained networks, making the training 
process slower and more computationally expensive.
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5 Methodology 

This section explores the key elements that guide the project, Initially, the HAM10000 
dataset (Tschandl, 2018) is described in detail, highlighting its characteristics and speci-
ficities. Then, the problem is analyzed, understanding not only its nature but also the asso-
ciated data. Emphasis is placed on understanding the problem and the dataset, providing 
a solid foundation for subsequent analyses. 

Next, the data preprocessing steps required to prepare the dataset for analysis and 
modeling are covered. The implementation of a Convolutional Neural Network (CNN) 
follows, detailing the crucial steps involved in building and training the model. Finally, 
the development of a web application is presented, serving as a platform for displaying 
and interacting with the obtained results. 

5.1 Dataset Description 

For this project, the HAM10000 dataset (“Human Against Machine with 10,000 Training 
Images”) (Tschandl, 2018) was used. 

The HAM10000 dataset consists of 10,015 dermatoscopic images, collected over 
20 years from different populations using various acquisition and storage methods. More 
than 50% of the lesions were confirmed through histopathology, while the ground truth 
for the remaining lesions was based on clinical follow-ups, expert consensus, or in vivo 
confocal microscopy (Tschandl, 2018). 

The dataset provides diagnostic information, including: 

• The type of lesion (diagnosis/class) 
• The age and biological sex of the patient 
• The location of the lesion on the body 
• The diagnostic procedure used 

Each image in the HAM10000 dataset belongs to one of seven classes, representing 
relevant pigmented lesions: 

1. Melanocytic nevi 
2. Melanoma 
3. Benign keratosis-like lesions 
4. Basal cell carcinoma 
5. Actinic keratoses 
6. Vascular lesions 
7. Dermatofibroma 

Figure 4 illustrates three examples of each class.
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Fig. 4. Example of Three Images from the HAM10000 Dataset for Each Lesion Class. Source: 
The Author (2024) 

5.2 Understanding the Problem and the Dataset 

The HAM10000 dataset provides various descriptions to help interpret the classification 
problem. By analyzing the dataset files, a spreadsheet named “skin_df” was found, 
allowing visualization of lesion data. 

After careful examination, modifications were made to this spreadsheet to improve 
data interpretation, leveraging the available information. Specifically:
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• The original “dx” column, which contained three-character lesion type codes, was 
transformed into: 

• “cell_type” – a column with the full lesion description. 
• “cell_type_idx” – a column assigning numerical codes (0 to 6) to each lesion type. 

The updated lesion classifications are listed in Table 1. 

Table 1. . 

Number Lesion Description 

0 Actinic keratoses (Pre-cancerous) 

1 Basal cell carcinoma (Malignant) 

2 Dermatofibroma (Benign) 

3 Benign keratosis-like lesions (Benign) 

4 Melanoma (Malignant) 

5 Melanocytic nevi (Benign) 

6 Vascular lesions (Benign) 

Converting categorical data into numerical format in a Deep Learning classification 
project is preferable for several reasons (Goodfellow et al. 2016), including: 

• Compatibility with Models – Deep Learning models generally operate on numerical 
data, facilitating dataset integration. 

• Computational Efficiency – Numerical representations speed up model training and 
inference. 

• Ease of Processing – Handling and processing numerical data is simpler and more 
efficient, making it easier to analyze and preprocess the dataset. 

5.3 Data Preprocessing 

To ensure optimal CNN model performance, the images needed to be resized to a regular 
and standardized size. A resolution of 150 × 150 pixels was selected for all images. 

After resizing, the images underwent rescaling to standardize them into an array 
format, which is required for input into the Convolutional Neural Network (CNN), as 
CNNs are designed to process matrix-structured data. 

With the dataset balanced, the partitioning process was initiated. A train-test split 
approach was applied, dividing the dataset into three subsets: 

• Training set – used to train the machine learning model. 
• Validation set – used to fine-tune and validate the model. 
• Test set – used to evaluate the final performance. 

The dataset was split in a 70:20:10 ratio for training, validation, and testing, 
respectively:
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• 4,870 training samples (70%) 
• 1,420 validation samples (20%) 
• 668 test samples (10%) 

Due to class imbalance in the original dataset, the stratify function was used to ensure 
that the class distribution remains the same across the training and test sets for all seven 
classes. 

5.4 Model Evaluation 

Among the selected pre-trained models (Xception, ResNet152V2, and EfficientNetB7), 
the choice focused on those that demonstrated the best performance on public datasets 
for medical image classification. 

Additionally, the overall performance on the validation dataset and inference time 
per step (CPU and GPU) were also considered as selection criteria. 

• Top Accuracy: EfficientNetB7 achieved the highest accuracy at 84.3%, followed by 
Xception at 79.0% and ResNet152V2 at 78.0%. This indicates that EfficientNetB7 
performed better in correctly classifying images. 

• Inference Time on CPU: ResNet152V2 had the fastest inference time on a CPU at 
107.5 ms per step, closely followed by Xception at 109.4 ms. However, EfficientNetB7 
was significantly slower, taking 1578.9 ms, making it less efficient for CPU-based 
processing. 

• Inference Time on GPU: On a GPU, ResNet152V2 also showed the best performance 
with 6.6 ms per step, followed by Xception at 8.1 ms. EfficientNetB7, despite its higher 
accuracy, was considerably slower, requiring 61.6 ms per step. 

This analysis suggests that while EfficientNetB7 offers the highest accuracy, it comes 
at the cost of significantly longer inference times, particularly on CPUs. On the other 
hand, ResNet152V2 balances accuracy with speed, making it the most efficient model in 
terms of both classification and processing time, particularly when deployed on a GPU. 
Therefore, it was chosen as the best candidate for this project. 

After conducting experiments with the three pre-trained models (detailed in 
Sect. 5.4), using the preprocessed HAM10000 dataset, the ResNet152V2 model stood 
out as the most promising, achieving: 

• 99% accuracy 
• Only 0.02 loss rate 

This exceptional performance confirms ResNet152V2’s ability to precisely differ-
entiate skin lesions, paving the way for the development of an efficient diagnostic 
system. 

5.5 CNN Implementation 

To implement a Convolutional Neural Network (CNN), a widely used Deep Learning 
technique called Transfer Learning was applied. This technique leverages a pre-trained 
model, in this case, ResNet152V2 (detailed in Sect. 2.2.4.2), originally trained for generic
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image classification on ImageNet, and adapts it to solve a new problem: classifying seven 
specific lesion types as outlined in Table 2. 

During the adaptation process, two additional layers were incorporated: 

• A dense layer with 128 neurons. 
• A final dense layer with seven neurons using Softmax activation, which generates a 

probability distribution across the seven lesion classes. 

The optimization method chosen was Stochastic Gradient Descent (SGD) with an 
initial learning rate of 0.001 to control the magnitude of weight updates during training. 

The model was trained for 20 epochs, incorporating two essential techniques to 
enhance performance: 

1. Early Stopping 

• This stops the training process prematurely if there is no improvement in the loss 
function after a set number of epochs (in this case, 20 epochs). 

• It helps prevent overfitting, conserves computational resources, and improves the 
model’s generalization ability. 

2. Reduce LR (Learning Rate Reduction on Plateau) 

• This technique adjusts the learning rate dynamically when the model reaches a 
plateau (a phase where the optimization progress slows down). 

• When no significant improvement is observed over five consecutive epochs, the 
learning rate is reduced to encourage the model to escape local minima and find 
an optimal weight configuration. 

These techniques ensured that the CNN efficiently learned to differentiate skin lesion 
classes while avoiding overfitting and maintaining computational efficiency. 

5.6 Web Application 

The web application was developed using Flask, a popular Python framework for building 
web applications. After training the Convolutional Neural Network (CNN) model, an 
H5 file was generated to store both the model’s weights and architecture. According to 
the Keras serialization and saving guide (Kovelamudi and Chollet, 2020), the H5 format 
is a universal standard for storing neural network data. 

The step-by-step process of the web interface is described below: 

1. Accessing the Web Page 

• The user opens the web application in a browser. 

2. Image Upload 

• The user uploads an image of a skin lesion. 

3. Model Evaluation 

• The uploaded image is processed by the trained CNN model, which analyzes and 
classifies the lesion.
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4. Results Presentation 

• The system displays the model’s classification results, including: 

• Diagnosis (e.g., benign or malignant). 
• Probability scores for each possible lesion class, providing visualizations and 

percentage-based confidence levels. 

This web-based tool allows health professionals to quickly upload and analyze 
images, providing an AI-powered pre-diagnosis to assist in early detection of skin cancer. 

6 Results 

This section presents the results obtained from developing the web-based tool designed 
to assist in skin cancer diagnosis using Deep Learning. The overall model performance 
after 20 training epochs is analyzed, including evaluation metrics such as: 

• Accuracy 
• Loss 
• Precision 
• Recall 
• F1-score 
• Confusion Matrix for each of the seven lesion classifications 

A comparative analysis of the three pre-trained networks tested (detailed in 
Sect. 2.2.4) will help identify the best-performing model. Additionally, the web tool’s 
functionality will be discussed to provide a comprehensive overview of its capabilities. 
Finally, a discussion on the project results will be presented. 

6.1 Accuracy and Loss 

After 20 training epochs, the performance of the tested networks is summarized in 
Table 2. Among the three models, ResNet152V2 emerged as the most promising 
candidate for the skin lesion classification task. 

This conclusion is based on the following observations: 

1. High Training Accuracy 

• ResNet152V2 achieved a training accuracy of 99%, demonstrating its ability to 
correctly classify images within the dataset. 

2. Low Training Loss 

• ResNet152V2 had the lowest loss value (0.02) compared to Xception (0.05). 
• A lower loss indicates that ResNet152V2 learned patterns in the data more 

effectively, leading to a well-fitted model with a stronger generalization potential.
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Although both Xception and ResNet152V2 achieved 99% training accuracy, the 
lower loss of ResNet152V2 makes it the preferred choice for this classification task 
based solely on training performance. 

This superior learning capability suggests that ResNet152V2 is less prone to 
overfitting, making it a better candidate for real-world skin cancer diagnosis applications. 

6.2 Precision, Recall, and F1-Score 

The evaluation metrics of Precision, Recall, and F1-Score confirm the model’s ability to 
accurately identify images for each class. In this project, all classifications are equally 
important, as ensuring high performance across all categories is crucial for a reliable 
diagnosis system. 

After running the classification_report command, the following results were 
obtained: 

Performance of the Xception Model. 

• The Xception model achieved a perfect score (1.0) in all metrics (Precision, Recall, 
and F1-Score) across all lesion classes. 

• This suggests that the model correctly classified all test samples, achieving 100% 
accuracy with no misclassifications. 

Performance of the ResNet152V2 Model. 

• The ResNet152V2 model also obtained a perfect score (1.0) in all metrics, 
demonstrating outstanding classification performance across all lesion types. 

• This means every test sample was correctly classified, confirming the model’s robust 
generalization capability. 

Performance of the EfficientNet-B7A Model. 

• The EfficientNet-B7A model displayed lower scores, with an overall accuracy of 
80%. 

• Some classes performed well, but others, particularly class 2 (Dermatofibroma) and 
class 4 (Melanoma), had reduced scores, indicating difficulty in distinguishing certain 
skin lesion types. 

Comparing the three models, both Xception and ResNet152V2 demonstrated 
superior and consistent classification performance. 

• Xception and ResNet152V2 exhibited high precision and recall scores for all image 
classes, proving their reliability and effectiveness for skin lesion classification. 

• EfficientNet-B7A, on the other hand, struggled with certain classes, leading to mis-
classifications and inconsistencies. This makes it less suitable for the classification 
task compared to Xception and ResNet152V2. 

6.3 Confusion Matrix 

As the confusion matrix helps analyze the relationship between predicted and actual 
classifications, identifying misclassifications and areas for improvement.
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Confusion matrices were generated for each pre-trained model, providing detailed 
insights into their classification accuracy: 

Findings from the Confusion Matrices: 

• Xception and ResNet152V2 achieved perfect classification across all lesion cate-
gories, correctly predicting every test sample with 100% accuracy. 

• EfficientNet-B7A, although capable of classifying most samples correctly, produced 
errors in some cases, particularly when differentiating certain lesion types. 

Key Takeaways: 

• ResNet152V2 and Xception demonstrated exceptional accuracy and reliability, 
making them the most effective models for the classification task. 

• EfficientNet-B7A showed room for improvement, particularly in distinguishing 
between similar skin lesion types. 

• The confusion matrices confirmed that ResNet152V2 is the best-suited model, as it 
consistently delivered flawless classification performance. 

Thus, ResNet152V2 was selected as the final model for deploying in the web-based 
skin cancer diagnosis system. 

6.4 Comparison Between Pre-Trained Networks 

To determine the best-performing pre-trained model, the results were compared across 
the following metrics: 

• Accuracy 
• Loss 
• Precision 
• Recall 
• F1-Score 
• Confusion Matrix 

Both Xception and ResNet152V2 achieved similar high performance across all 
evaluations, with accuracy exceeding 95% in every lesion classification. 

Since both models performed equally well in most evaluation metrics, the decisive 
factor for selection was the loss value. 

• ResNet152V2 had the lowest loss value (0.02). 
• A lower loss suggests that ResNet152V2 adapted better to the training data, indicating 

stronger generalization and lower risk of overfitting. 

6.5 Web Tool 

In this section, the operation of the web tool is described in detail: the results with 
the development and processing time. At the end, screenshots of the interface are 
included, exemplifying the step-by-step process of image loading, result visualization, 
and interpretation of the output provided by the tool.
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6.6 Interface 

Interface The development of the tool’s interface was fundamentally based on simplicity 
and clarity. This priority translates into intuitive and accessible navigation, optimized to 
meet the needs of users. As shown in image 5, the main screen of the project automatically 
starts on the function to select the image for lesion classification. This direct approach 
eliminates the use of complex menus or options, speeding up the diagnostic process and 
minimizing the learning curve. The image selection page features an intuitive layout, 
with clearly demarcated areas for uploading the image and for displaying the chosen 
image. After loading the image, the tool performs the classification and displays the 
results automatically, avoiding complex paths that could hinder interpretation. 

Fig. 5. Screenshot of the web interface 

6.7 Responsiveness 

The tool’s interface is not limited to simplicity and clarity alone. It is also designed to 
be responsive, automatically adapting to different screens and devices used by users, 
ensuring that the user experience is positive and efficient, regardless of whether the tool 
is accessed from a desktop computer, tablet, or mobile phone, as demonstrated in Figs. 5, 
6 and 7, respectively.
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Fig. 6. Screenshot of the interface simulating a tablet 

Fig. 7. Screenshot of the interface simulating a mobile phone
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6.8 Processing Time 

The tool has been optimized to ensure rapid loading and smooth performance even on 
devices with lower processing capabilities, ensuring that users do not waste time waiting 
for the system to complete the process. The processing time in the tool represents the 
time it takes for the deep learning model to classify a lesion image. This metric is crucial 
for evaluating the efficiency and practicality of the tool in the real context of skin cancer 
diagnosis. To demonstrate the processing time, tests were conducted with three distinct 
images shown in the personal video uploaded on YouTube. The tests were executed on 
a machine equipped with an Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz 1.80GHz 
and 6 GB of RAM. 

6.9 Discussion of Results 

The proposed tool has the potential to contribute to the diagnosis of skin cancer. Fur-
thermore, it can help reduce human errors and optimize access to healthcare and, 
consequently, costs. 

However, it is important to consider some limitations of the tool. Firstly, the need for 
an extensive dataset beyond what was used for training could facilitate the improvement 
and generalization of the tool for different populations. Secondly, validation by profes-
sionals in the field is crucial to ensure the reliability and effectiveness of the tool in a 
real-world context. 

In the realm of applications with artificial intelligence, regulation and legal approval 
represent a significant challenge, as medical tools require approval by regulatory bodies, 
such as Anvisa. 

7 Conclusion 

This project proposed a web interface for the classification of skin cancer lesions using 
Deep Learning. Formed from a reliable dataset from the Harvard repository, image 
preprocessing techniques were implemented, evaluating the dataset for a better under-
standing of the data and applying regularization techniques such as dropout and early 
stopping to prevent overfitting. 

Three pretrained models were used for classification: Xception, ResNet152V2, 
and EfficientNetB7. A comparative analysis between the CNN models revealed that 
ResNet152V2 performed best in most scenarios, achieving an accuracy of 99.0% when 
trained. Its average precision, recall, and F1-Score were excellent, reaching an average 
of 1.0 in the training base. It is noted that the other evaluated CNN models also achieved 
satisfactory results. However, as presented in the results Sect. 5, ResNet152V2 and the 
Xception network achieved 100% accuracy in classifying all samples in their respective 
classes. 

Regarding EfficientNet-B7, which showed the least satisfactory results, it achieved 
a mark of 80%, representing a difference of 20 percentage points. Thus, the tiebreaker 
criterion between the Xception and ResNet152V2 networks was the loss rate in training, 
with ResNet152V2 showing the best performance with a rate of 0.002.
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For the implementation of the web interface, the Flask Framework was crucial for 
realizing the project idea. Using an H5 file generated by the model, a web page was built 
that receives images and processes them according to the neural network encapsulated 
in the file, previously trained during the project. 

The developed interface features an intuitive and pleasant design, in addition to 
being responsive, adapting to different devices, facilitating the access and use of the 
tool. Regarding the speed of the application, tests performed on the tool showed that the 
average processing time for an image is 1.17 s. 

The project covered everything from the selection and organization of the dataset 
to the implementation of optimized pre-trained networks for this type of project, 
culminating in the creation of a web interface with good performance. 

Considering the various possibilities for building models in the field of Deep Learning 
and the growing need for process optimization in medical areas, this project serves as a 
contribution to the development of classification and detection systems for skin cancer. 

The project is available on Colab 7, where implementations can be accessed and used 
as a basis for future studies, allowing those interested in the study to take advantage of 
and optimize the project’s results. 
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Abstract. The optical wireless network LiFi (Light Fidelity) uses light to estab-
lish a connection, enabling comparable or even higher speeds than WiFi networks. 
This new access network is the result of extensive research and development, 
allowing data transmission through invisible modulation of light emitted by LED 
diodes or laser diodes. The signal is transmitted by a transmitting device (Access 
Point or Repeater Antenna) equipped with LED diodes and received by a Dongle, 
which is connected to a device within the established network. 

Keywords: LiFI · Electromagnetic Interference · Data Transmission Speed · 
LiFi-MAX Flex · Optical Wireless Communication (OWC) 

1 Introduction 

Over the past decade, researchers have focused their efforts, among other activities, on 
exploring alternative parts of the electromagnetic spectrum that could potentially offload 
a significant portion of network traffic from the overcrowded radio frequency (RF) 
domain. Thanks to the latest advancements, optical wireless communication (OWC) 
has emerged as a viable alternative solution to the issues associated with the con-
gested RF spectrum. Currently, a substantial portion of mobile data traffic takes place 
indoors, where LiFi technology, which utilizes visible light communication (VLC), 
offers numerous specific advantages and effective solutions to many wireless com-
munication challenges. This article summarizes the findings from previous research 
and development efforts in this field and focuses on the application of the new optical 
wireless communication technology, LiFi.
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LiFi is a wireless communication technology that uses light for high-speed data 
transmission, theoretically reaching speeds of up to 224 Gbit/s [1]. It was first intro-
duced in 2011 [2] and, in 2023, was standardized under the IEEE 802.11bb designation. 
It is standardized alongside WiFi within the same framework. However, LiFi offers 
advantages over WiFi, such as resistance to electromagnetic interference, and the use of 
the light spectrum enables faster wireless communication with significantly enhanced 
security. This article evaluates the characteristics of the new LiFiMAX device line from 
Oledcomm – LiFiMAX Compact. 

As an alternative to WiFi, LiFi technology is becoming increasingly popular. It 
utilizes light intensity modulation to transmit data from one point to another within the 
visible light spectrum or even the invisible (infrared) spectrum. 

Optical wireless communication offers significant technical and operational advan-
tages, including low energy consumption, wide bandwidth, and resistance to electromag-
netic interference. It can be applied in a wide range of scenarios, from millimeter-scale 
connections within integrated circuits to long-distance outdoor links [1]. Visible light 
communication (VLC) has emerged as a point-to-point data communication technique, 
which led to early standardization efforts as part of IEEE 802.15.7 [2]. This standard 
is still being revised to incorporate LiFi technology [3]. LiFi consists of a complete 
wireless networking system that includes bidirectional multi-user communication, fea-
turing multiple access points forming a wireless network of very small optical Atto 
cells [4]. As a result, LiFi can effectively replace today’s overcrowded radio wave-based 
communication [5]. 

LiFi data transmission is carried out via a light beam emitted by a light source— 
an emitter (transmitter) consisting of LED diodes. The emitter (LiFiMAX Controller) 
is equipped with a LiFi router, known as an access point, which is connected to the 
internet via an RJ45 Ethernet cable with PoE capability. The beam is directed toward a 
receiving device called a dongle. Information is sent to the router from the network as 
an electrical signal and then encoded using imperceptible and ultra-fast fluctuations in 
the light source’s intensity. 

Data transmission occurs through a light beam emitted by an LED-based emitter. 
The emitter is equipped with a LiFi router, and connected devices receive data via a 

LiFi receiver. The emitter is connected to the internet using an RJ45 Ethernet cable with 
Power over Ethernet (PoE) capability. PoE technology is particularly advantageous in 
this case because it allows a single cable to transmit both data and power, simplifying 
installation by eliminating the need for a nearby 230V power outlet. 

A connected device (such as a computer, smartphone, or tablet) equipped with LiFi 
technology, located within the coverage area of the light beam, receives the data transmit-
ted by the router through its LiFi receiver. This device, called a dongle, can be attached 
externally or have an integrated chip containing a photodiode that captures the light sig-
nal and a processor that converts it into an electrical signal. The data is then demodulated 
and processed into a human-readable format. For successful communication between 
the emitter and receiver, a direct line of sight (LoS) must be maintained, unlike WiFi, 
which does not strictly require this condition. 

It is important to highlight the differences between LiFi technology and optical 
internet. Although both technologies use light for data transmission, there are several
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key distinctions. LiFi employs air as the transmission medium, whereas optical internet 
relies on fiber optic cables. 

The data transfer speed of LiFi reaches up to 3 Gbps in practical applications, with 
a theoretical maximum of 224 Gbps, whereas optical internet typically operates at 10 
Gbps. While LiFi provides a very high bandwidth, optical internet offers virtually unlim-
ited bandwidth. The coverage range of LiFi varies from a few meters to around 20 m, 
whereas optical internet can span several kilometers. LiFi is generally less susceptible 
to electromagnetic interference, whereas optical internet is entirely immune to it. Instal-
lation costs for LiFi are moderate, and the setup process is relatively simple and quick, 
requiring minimal labor. In contrast, optical internet installation is laborintensive and 
significantly more expensive. 

2 Tested Devices: Oledcomm LiFiMAX 

Oledcomm offers a range of LiFiMAX products that can be customized to meet the 
unique needs of users. LiFiMAX devices enable high-speed internet operation, providing 
enhanced connection stability and mobility during communication. Thanks to continuous 
innovation, research, and development, Oledcomm is ready to bring LiFi technology to 
a broader consumer base. 

The tested LiFiMAX Flex devices can be characterized as a plug-and-play system 
that provides fast and reliable internet connectivity for up to 32 simultaneous users. The 
LiFiMAX Flex devices are very easy to set up. The access point and photonic antennas 
can be easily mounted on any room ceiling. Once the LiFiMAX® plug-and-play key is 
inserted into the connected device, the user immediately gains access to a high-speed 
connection. 

The LiFiMAX Flex system can also be used in environments prone to electromag-
netic interference, such as hospitals, schools, and airplane cabins. In addition to offering 
higher data transmission speeds (with guaranteed download speeds of 150 Mbps and 
upload speeds of 140 Mbps), LiFi technology is also significantly more secure and 
reliable compared to WiFi. 

The LiFiMAX Flex devices are compatible with any device running Microsoft® 
Windows 7, 8, 10, Mac OS®, UNIX®, Linux, or Android and equipped with a USB 
Type-A or Type-C port. LiFiMAX Flex can simultaneously support up to 32 users (with 
the option to increase capacity upon request) over an area of up to 70 m2 (larger areas 
can also be covered upon request). 

Additionally, the LiFiMAX Controller is available for remote management, and the 
LiFiMAX Flex system includes additional features for device connectivity, network 
integration, and enhanced AES encryption with real-time 128-bit encryption for added 
security. 

The LiFiMAX Flex system consists of the following essential components required 
for the proper functioning of optical wireless communication.
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2.1 Access LiFiMAX AP 

The access point facilitates the internet connection to the photonic antennas via an 
Ethernet cable. It communicates with the photonic antenna, creating what is known as a 
“LiFi zone.” Typically, it is installed on the ceiling of a room to ensure optimal coverage 
of the area. The access point features six RJ45 ports, allowing multiple photonic antennas 
to be connected (Figs. 1 and 2). 

Fig. 1. Access Point LiFiMAX AP Flex Fig. 2. Photonic antenna LiFiMAX Flex 

2.2 LiFiMAX Flex Photonic Antenna 

The LiFiMAX Flex photonic antenna converts the electrical signal (received via the 
Ethernet cable) into an optical signal and vice versa using LED technology. The antenna 
is connected to the LiFiMAX access point via an Ethernet cable and communicates with 
the USB dongle. 

It operates bidirectionally, meaning it can both transmit and receive data through 
light signals. The photonic antenna is typically mounted on the ceiling alongside the 
access point to ensure optimal coverage and communication efficiency. 

2.3 USB LiFiMAX Dongle 

The USB LiFiMAX Dongle (shortened to USB Dongle) is a compact adapter that con-
nects to user devices such as laptops, computers, or tablets. This dongle receives the 
optical signal from the photonic antenna and converts it into a data signal that the device 
can process. 

It connects via a USB port (USB-A or USB-C) and enables the device to communicate 
with the LiFi network, allowing for high-speed, secure, and interference-free wireless 
connectivity (Figs. 3 and 4).
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Fig. 3. USB key LiFiMAX Dongle (USB Dongle) 

2.4 Other Devices 

In addition to the LiFiMAX Flex devices, the following equipment was required for 
testing 

a b 

Fig. 4. Digital USB Tester J7-c (a) and its connection to laptop with USB Dongle (b) 

Laptop (Asus - Client):

• Used as the client device, with the Jperf software tool installed to measure data 
transfer speed.

• Sent requests to the server, which responded and provided data transfer rate 
information. 

Laptop (Asus - Server):

• Represented the server and also had Jperf software installed for measuring data 
transfer speed. 

PoE (Power over Ethernet) Switch:
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• Provided internet access and ensured power supply for the LiFiMAX Flex antenna.
• Since the LiFiMAX Flex antenna does not have its own power source, the PoE 

port was essential for its operation. 

Digital USB Tester (J7-C):

• Used to measure the power consumption of the USB Dongle, both in idle mode 
and during data transmission (Fig. 5). 

Fig. 5. Optical power detector Thorlabs PM100A (front and rear) 

Thorlabs PM10A Measuring Device:

• Used for measuring optical power (as shown in Fig. 6).
• This device is designed to work with various optical detectors. 

Thorlabs S120VC Optical Detector:

• Used in combination with the PM10A device.
• Designed to measure optical power in the wavelength range of 200–1100 nm with 

a maximum power capacity of 50 mW.
• It was utilized to measure the optical power emitted into the environment both in 

idle mode and during data transmission. 

Fig. 6. Thorlabs PM10A optical power measurement instrument
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As previously mentioned, the JPerf software tool was used to measure data transfer 
speed. Since JPerf relies on a direct connection between the server and client, some 
antivirus software and firewalls may flag this connection as suspicious and block it. 
For this reason, it was necessary to disable the firewall during testing. To establish a 
connection, the client device needed to enter the correct server address and port in the 
Server Address field within the JPerf graphical interface. Once the test was completed, 
the transfer speed results were displayed in the program output (see Fig. 7). The JPerf 
settings were configured to perform 10 measurements at each predefined distance (with 
increments of 10 cm). After each test run, the software calculated the average data 
transfer speed to provide a more reliable assessment of performance. 

Fig. 7. Display of average transfer rate versus distance of LiFiMAX AP and USB Dongle (real 
measured waveform) 

2.5 Wiring Diagram Aand Measurement Process 

In Fig. 8, the test workstation for measuring data transfer speeds in the tested LiFiMAX 
Flex network is shown. The switch is connected to the internet via its WAN port, pro-
viding internet access to the entire network. The LAN port is used to connect the switch 
to the server. The Power-Over-Ethernet (PoE) port on the switch is used to connect 
the LiFiMAX AP, which is further connected to the LiFiMAX photonic antenna via an 
Ethernet cable. 

On the other side of the topology, there is a client device, to which the LiFiMAX 
USB Dongle is connected via a USB-C (or USB-A) port. LiFi communication occurs 
between the LiFiMAX USB Dongle and the LiFiMAX photonic antenna, which is the 
subject of the measurements. Therefore, it is necessary to ensure direct line-of-sight 
(LoS) between the LiFiMAX USB Dongle and the LiFiMAX photonic antenna, with 
optimal conditions, free of any obstacles or elements that could interfere with the LiFi 
signal. 

At the start of communication, the listening mode must be activated on the server’s 
designated port. The server then waits for the client to attempt a connection. At the 
beginning of the connection, test packets are exchanged between the client and the 
server. During the testing process, key metrics such as the amount of transmitted data
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Fig. 8. Wiring diagram of LiFiMAX Flex devices 
Fig. 9. Ensuring direct 
visibility between the USB 
Dongle and the LiFiMAX 
Photonic Antenna 

and the time required for transmission are monitored. The switch distributes these packets 
through the Ethernet cable to the AP (Access Point). The photonic antenna ensures signal 
conversion, transforming electrical signals into optical signals. 

The data then continues from the AP to the photonic antenna via the Ethernet cable. 
The LiFiMAX Access Point serves as a bridge between conventional network infras-
tructure and optical communication. Data from the access point is converted into a light 
signal in the photonic antenna, which then transmits it to the LiFiMAX USB Dongle 
connected to the client device (e.g., a laptop). To ensure proper communication between 
the photonic antenna and the USB Dongle, direct line-of-sight must be maintained. 

On the client side, the USB Dongle receives the light signal, converts it into electrical 
data, and delivers it to the client device. When transmitting data in the opposite direction 
(from the client to the network), the USB Dongle converts the data and then sends it 
back as a light signal to the photonic antenna. The antenna then converts the signal back 
into electrical data and transmits it through Ethernet, back to the switch and the server. 

At the beginning of the LiFiMAX Flex device testing, data transfer speed measure-
ments were conducted at various distances between the LiFiMAX photonic antenna 
and the USB Dongle. This measurement examined how transfer speed decreases as the 
distance between the LiFiMAX antenna and USB Dongle increases. During the mea-
surement, it was crucial to maintain direct line-of-sight between the USB Dongle and
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the LiFiMAX photonic antenna (see Fig. 9). The USB Dongle was connected to the lap-
top and positioned so that its receiving surface was facing upward, towards the ceiling, 
where the antenna was mounted. 

Fig. 10. Dependence of the average transfer rate on the distance between LiFiMAX antenna and 
USB Dongle 

At each predefined distance, 10 transfer speed measurements were performed, and 
the average value was then calculated and recorded. Figure 10 shows the dependence 
of the average data transfer speed on the distance between the LiFiMAX antenna and 
the USB Dongle. As seen in this figure, data transmission only begins to function at a 
distance of 60 cm, and at 70 cm, the transfer speed reaches values that allow for stable and 
efficient data transmission. According to the manufacturer, the LiFiMAX Flex devices 
should achieve a downlink speed of 150 Mbps and an uplink speed of 140 Mbps. Transfer 
speeds started to increase at a distance of 50 cm, while at shorter distances, the signal was 
too strong, causing transfer speeds to fluctuate rapidly, making accurate measurement 
impossible. 

For each subsequent measurement, the distance between the emitter and the receiver 
was increased by 10 cm, and this process was repeated until the distance between the 
LiFiMAX antenna and the USB Dongle reached 270 cm. At this point, transfer speeds 
gradually decreased to an average of 100 Mbps, which still allowed data transmission 
to function without issues. However, the floor of the testing room became the limiting 
factor in our measurements. 

The maximum measured data transfer speed was 158 Mbps, which is higher than 
the manufacturer’s declared value. At distances shorter than 50 cm, it was not possible 
to obtain stable transfer speed measurements, as the connection could not be established 
at such small distances.
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2.6 Measurement of Electrical Power Consumption During Data Transmission 
and in Idle Mode 

For measuring the power consumption of the receiver, the digital USB tester J7-C was 
used. The tester was connected according to the diagram shown in Fig. 11. 

Fig. 11. Wiring diagram of LiFiMAX Flex power input devices 

Fig. 12. Dependence of the USB Dongle power input on the distance from the LiFiMAX Antenna
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During the measurement, changes in the power consumption of the USB Dongle 
were observed both in idle mode and during data transmission. The power values were 
read directly from the digital tester. The distance between the LiFiMAX AP and the 
USB Dongle was adjusted within a similar range as described in the previous case. 
In Fig. 12 the dependence of the USB Dongle’s power consumption on the distance 
between the two devices is shown. When the distance was set to 50 cm, the measured 
power values stabilized, allowing for accurate power measurement. As seen in Fig. 12 
power consumption during data transmission remained practically independent of the 
increasing distance between the LiFi devices. Similarly, in idle mode, the power values 
remained stable. During data transmission, power consumption ranged from 2.7 W to 
3.3 W, in idle mode, power consumption ranged from 1.7 W to 1.95 W. 

2.7 Measurement of Optical Power During Data Transmission and in Idle Mode 

The last measurement conducted as part of the LiFiMAX Flex device testing was the 
measurement of emitted optical power during data transmission and in idle mode. The 
wiring diagram is shown in Fig. 13. To detect optical power, we used the Thorlabs 
S120VC optical detector. As previously mentioned, this detector is designed to measure 
optical power in the wavelength range of 200 nm to 1100 nm. Since the tested devices 
operate at a wavelength of 940 nm, this detector was suitable for our purposes. 

The detector was connected to the Thorlabs PM100A optical power meter, which 
displayed the optical power detected by the optical detector on its screen. Before 
measurement, it was necessary to calibrate the optical power meter. 

Optical power represents the energy transferred by light radiation per unit of time and 
is measured in watts. It is determined as the sum of the intensities of all light rays emitted 
by the source, with its magnitude depending on radiation intensity, spectral distribution, 
and wavelength. 

Fig. 13. LiFiMAX Flex Optical Power Measurement - Wiring Diagram
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The original setup used for data transfer speed measurement was also used for this 
measurement. The only difference was the installation of the Thorlabs S120VC optical 
detector just above the USB Dongle receiver, ensuring that the detector could accurately 
capture the optical power value. The optical detector was then connected to the Thorlabs 
PM100A optical power meter using a BNC to DB9 cable. 

During the measurement, the optical detector detected the emitted optical power 
directed toward the USB Dongle. The optical power value was displayed on the optical 
power meter. 

Once again, we observed instability in data transmission between the client and server 
as well as fluctuations in the measured optical power value when the distance between 
the LiFiMAX antenna and the USB Dongle was less than 50 cm, similar to what was 
observed in data transfer speed and USB Dongle power consumption measurements. 

The distance was gradually increased by 10 cm, and the optical power value was 
read from the optical power meter display. 

The optical power measurement was conducted in a darkened room in a horizontal 
plane. As shown in Fig. 14, the optical radiation power increased with distance between 
the LiFiMAX antenna and the USB Dongle during data transmission compared to idle 
mode and exponentially decreased, similar to the no data transmission scenario. 

At a distance of 270 cm between the USB Dongle and the LiFiMAX AP, the optical 
power values began to match, and data transmission ceased—the connection between 
the LiFiMAX and the USB Dongle was lost. 

Fig. 14. Dependence of optical power on the distance of LiFiMAX Flex devices during data 
transmission and at rest 

3 Conclusion 

LiFiMAX Flex devices enable high-speed internet communication, allowing connections 
through invisible light with a data transfer speed of up to 150 Mbps for up to 16 users 
almost immediately after installation. The measurements conducted and published in 
this article were carried out to assess their potential for data transmission and evaluate 
their fundamental properties. The maximum achieved downlink speed was 158 Mbps, 
which is even higher than the manufacturer’s stated 150 Mbps.
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Compared to the testing of older LiFiMAX Compact devices from Oledcomm, 
described in [3], the LiFiMAX Flex devices achieved approximately 50% higher transfer 
speeds. Additionally, measurements were conducted to analyze the power consumption 
of the USB Dongle in relation to the distance between the LiFiMAX AP and the USB 
Dongle, as well as the optical power radiation depending on the distance between these 
devices. 

Cybersecurity is at the core of the value system of LiFi technology, and as the future of 
connectivity continues to evolve, the number of applications utilizing LiFi technology 
will keep expanding. This wireless optical internet technology creates a connection 
through invisible light and operates without radio waves. With a data transfer rate of up 
to 150 Mbps, it allows up to 32 users to connect efficiently within a very short time after 
a plug-and-play installation, making it highly attractive to users. 
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Abstract. This article explores the fundamental and applied aspects of optical 
scattering systems and their interaction with light, focusing on phenomena such 
as superscattering, exceptional points in non-Hermitian systems, and light manip-
ulation using dielectric and plasmonic nanostructures. We present techniques for 
analyzing scattering properties, including multipole decomposition and the calcu-
lation of optical forces, comparing spherical and Cartesian decompositions aug-
mented with toroidal multipoles. The application of multipole moments to optical 
forces calculation is discussed, highlighting its role in understanding optome-
chanical interactions. By synthesizing theoretical and computational approaches, 
this article offers a comprehensive understanding of optical scattering systems 
and their interaction with light, bridging fundamental principles with practical 
applications in nanophotonics and beyond. #CSOC1120. 

Keywords: non-Hermitian systems · light-matter interaction · multipole 
decomposition · toroidal multipoles · optical forces 

1 Introduction 

The study of non-Hermitian systems and their interaction with light represents a corner-
stone of modern photonics, with profound implications for both fundamental science 
and technological applications. Scattering phenomena, which arise from the interaction 
of light with micro- and nanostructures, play a critical role in shaping the propaga-
tion, absorption, and emission of electromagnetic waves. Understanding and controlling 
these interactions have enabled breakthroughs in fields ranging from nanophotonics and 
metamaterials to biomedical imaging and renewable energy. 

Recent advancements in the design and characterization of scattering systems have 
revealed a wealth of intriguing phenomena, such as superscattering [1, 2], exceptional 
points in non-Hermitian systems [3–6], bound states in the continuum [7, 8] and the 
manipulation of light at the nanoscale using dielectric and plasmonic nanostructures [9, 
10]. These developments have been driven by the ability to engineer materials and struc-
tures with tailored optical properties, including hyperbolic metamaterials [11], anapole
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metasurfaces [12], and hybrid nanostructures [13]. Such systems not only provide a 
platform for exploring fundamental light-matter interactions but also pave the way for 
practical applications in sensing, imaging, and second-harmonics generation [14–16]. 

Modelling of scattering systems is important for the development of new photonic 
devices and reconfigurable optical platforms [17]. In particular, there is now a strong 
focus on the development of technologies for creating metasurfaces [18–20] and meta-
materials [21, 22]. These are artificial micro- or nanostructures that allow light to be 
controlled and manipulated at the nanoscale. Such structures have found various appli-
cation, including sensors [23], biomedical devices [24] and others [25]. Also of interest 
are plasmonic metastructures [26] that can support plasmon-exciton interactions [27] 
and even improve the performance of a scanning near-field optical microscope [28]. 
Work is also underway to integrate machine learning and optimization techniques in the 
design of scattering systems [29], highlighting the interdisciplinary nature of the field. 

This paper describes various techniques for investigating the scattering proper-
ties of light-irradiated nanoparticles, including multipole decomposition, calculation 
of the Maxwell stress tensor and optical forces. In the section dedicated to the multi-
pole moments of the system, a comparison is made between the spherical [30] and the 
Cartesian decomposition augmented with toroidal multipoles [31–34], showing a good 
agreement between the results of these two methods. 

The analysis of multipole decomposition is continued by considering one of its 
application examples - the calculation of the optical forces acting on micro- and nanos-
tructures from light. The theoretical underpinnings of optical forces were first delineated 
by Maxwell in the 19th century [35], followed by experimental substantiation from P. 
Lebedev in 1901 [36], as well as from E.F. Nichols and G.F. Hall in 1903 [37]. However, 
it was not until the 1970s that optical forces underwent comprehensive investigation 
by Arthur Ashkin [38–40]. This development was greatly facilitated by the invention of 
lasers, which are powerful monochromatic radiation sources capable of setting micro and 
nanoparticles in motion. The emergence of optical pulses can be attributed to momen-
tum transfer from electromagnetic radiation within the particle [41]. Nowadays, optical 
forces and the optical trapping phenomenon they generate have found many applica-
tions in various fields of science, such as biology [42], chemistry [43] and medicine [44, 
45] and other [46–50]. Despite a rather long history and many applications in modern 
devices, optical forces are still the subject of active research, for example some inter-
esting properties of forces acting on high-index nanoparticles have been theoretically 
predicted in papers [51, 52]. 

In this work the results of calculating the optical forces acting on a nanoparticle 
using multipole decomposition are presented. The contributions of individual multi-
poles are analyzed, allowing a more accurate understanding of individual patterns of 
optomechanical interaction.
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2 Methods and Theory 

2.1 Model Setup 

The Electromagnetic Waves, Frequency Domain Solver module of COMSOL Multi-
physics software was employed for the simulation. Them the computational domain 
was created. Since the object of interest is a cylindrical nanoparticle with varying radius 
R and height H, a cylindrical shaped computational domain with dimensions R2 and 
H2 proportional to R and H was taken. A nanoparticle is irradiated by focused, linearly 
polarized Gaussian beam with wavelength λ and beam waist of ω0. In order for radiation 
to propagate in a finite domain in the same way as in an infinite medium, it is necessary 
to create a perfectly matched layer (PML) at the domain boundaries. This PML must 
exhibit a reflection of radiation at the boundaries that is negligibly small, which in a real 
physical system corresponds to the departure of radiation to infinity. For effective light 
absorption, a layer of thickness λ/2 was employed. 

Furthermore, the creation of an additional surface was required for the integration 
of the Maxwell stress tensor when calculating the optical forces. As demonstrated in 
[41], integration may be performed over any closed surface surrounding the particle. 
However, in terms of computational efficiency, the surface should not be positioned 
in close proximity to the surface of the particle, as this would necessitate the creation 
of a highly detailed mesh. Conversely, it should not be taken to a larger scale due to 
domain and computational resource limitations. With these considerations in mind, a 
cylindrical surface with a radius of R1 = 1.5R and height H1 = 1.5H was selected. 
Figure 1 provides a schematic representation of the structure of the modelled domain, 
accompanied by images of its selected parts from the COMSOL Multiphysics program. 

Fig. 1. a) A schematic representation of the computational domain with main objects: a nanoparti-
cle with dimensions RH and refractive index n1, a Perfectly Matching Layer, an integration surface 
and a surrounding media with refractive index n0. b) Selected parts of computational domain in 
COMSOL Multiphysics program. 

COMSOL employs the finite element method (FEM) to solve three-dimensional 
electromagnetic problems, wherein a grid (tetrahedron by default) is defined within the
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computational domain. At the nodes of the mesh, the solution of Maxwell’s equations 
is calculated for specified external fields and boundary conditions. In order to achieve 
a solution that is both time- and computationally efficient, a grid with varying sizes 
was specified in accordance with the characteristics of the computational domain. In 
the region of surrounding media, the maximum size of tetrahedra was set to λ/5. The 
internal region of the particle was defined with a grid size of λ/35, while the integration 
surface was defined with a grid size of λ/30. At this grid size, multiple elements are 
positioned between the surface of integration and the particle surface, enabling the 
accurate calculation of field gradients within this region. The fields outside the surface 
of integration are not pertinent to the problem; however, the grid size in this region is 
constrained by the convergence conditions of the solution. If the nodes are insufficiently 
dense, the gradients of the fields between them will be considerable, resulting in poor 
convergence of the solution. 

2.2 Multipole Decomposition 

Multipole decomposition is an important tool in the study of the interaction of objects 
with radiation. It allows us to decompose complex fields produced by scattering into 
components corresponding to combinations of several point sources, called multipoles. 
Multipole decomposition can be performed in various ways. The first is the exact decom-
position in the basis of spherical functions [30]. Although the decomposition by spherical 
functions is a nearly universal method for describing scattered fields, it does not provide 
an explanation for some effects such as anapole [53] and hybrid anapole states [54]. 
However, these phenomena can be explained using Cartesian multipole decomposition 
and toroidal corrections, as shown in [33]. It is known, that the sum of Cartesian multipole 
and toroidal multipole is approximately equal to the corresponding spherical multipole. 
For example, for electric dipole it can be written as: psph ≈ pcar + ik c T

p + ik3 c T
p 2 , 

where psph is spherical electric dipole moment, pcar – cartesian, Tp – toroidal moment 
and Tp<2> is a so-called-square radii (MSR). 

Let us consider a cylindrical nanoparticle with a radius of R and height H irradiated 
with a focused laser beam with a wavelength λ. With COMSOL Multiphysics we can 
calculate the polarization vector Pω(r) arising in the particle under the action of incident 
radiation as a function of coordinate and light frequency ω, and then transform it into 
current density distribution inside the particle as follows: 

Jω(r) = iωPω(r) (1) 

Then it is necessary to integrate this current distribution along the surface surrounding 
the particle, and using known formulas obtain the values of spherical [30] and Cartesian 
multipoles, as well as toroidal multipoles [32]. 

Multipole decomposition has been demonstrated to be applicable to a variety of 
problems, with special attention to the calculation of the scattering cross section of a
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particle, which can be written in terms of spherical multipoles: 
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where pα, mα are the electric and magnetic dipole moments, respectively; Qm 
αβ , Q

e 
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are the electric and magnetic quadrupole moments; Om 
αβγ , O

m 
αβγ are the electric and 

magnetic octupole moments, |inc| is the electric field amplitude of the incident wave, k 
is the wavenumber in vacuum, ε0 is the vacuum permittivity and c is the speed of light. 

Furthermore, the scattering cross-section can be described in terms of Cartesian 
multipoles and toroidal terms up to quadrupoles: 
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Although the series of multipoles can be extended to infinity, in calculations it is 
customary to restrict the consideration to multipoles of order 2 (quadrupoles) or, on 
occasion, of order 3 (octupoles) for special scattering regimes in which the lowest mul-
tipoles are suppressed. It has been demonstrated that multipoles of higher orders are 
negligible and contribute only a small amount to the total field. To demonstrate this, 
one must compare the scattering cross section obtained by integrating the Poynting vec-
tor over the particle volume with the cross section calculated as the sum of multipole 
contributions. 

2.3 Optical Forces Calculation 

Another significant application of multipole decomposition is the calculation of optical 
forces, which arise as a result of light-matter interaction. In the simplest case of a 
spherical particle and a plane wave these forces can be theoretically calculated using 
Mie theory. To calculate the forces acting on particles of more complex shapes, such as 
cylinders, cubes, cones, and others, the multipole decomposition of the scattered fields 
obtained by numerical simulation is used, as well as the classical method of integration 
of the Maxwell stress tensor over the surface surrounding the particle. The formula for 
the i-th component of total force expressed through multipole terms can be written in 
the form:
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3 Results and Discussion 

Consider a silicon cylinder irradiated by a focused Gaussian beam propagating along 
z-axis and linearly polarized along x-axis. Fixing a certain wavelength and height of the 
cylinder H = 500 nm, let us see how the total scattering cross section and individual 
multipole components depend on the cylinder radius – Fig. 2 

Fig. 2. Multipolar decomposition of the normalized scattering cross section as a function of 
nanoparticle radius and the comparison of 3 methods of calculation Qsca: blue line – sum of 
spherical multipole contributions, yellow dashed line – sum of Cartesian multipoles with corre-
sponding toroidal terms, green line – the result of the Poynting flux integration over the surface, 
surrounding the particle. 

The total scattering cross-section can be calculated using 3 methods: spherical multi-
pole decomposition, cartesian multipole decomposition with toroidal terms and Poynting 
flux integration. The results obtained from the application of these methods are presented 
in the right panel of Fig. 2. It can be seen that all 3 methods give almost the same result, 
indicating good accuracy of both spherical and cartesian multipole decompositions. 

Next, the optical forces acting on the nanoparticle were calculated. The only force 
acting on the particle placed on the optical axis is the radiation pressure force, which in 
our configuration is directed along the z-axis and pushes the particle along the radiation
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Fig. 3. Results of modeling the optical properties of a metasurface in PDMS under tension along 
the x-axis direction: Reflection and transmittance coefficients of the metasurface at the fundamental 
frequency. The insets show the spatial distribution of the near field for two different periods of the 
meta-surface. 

direction. Figure 2 shows a comparison of the force Fz calculated by 2 different methods 
(Fig. 3). 

It can be seen that the results of the 2 methods converge quite well. Small discrep-
ancies can be related to the peculiarities of the mesh, choice of the integration surface 
and errors of computational methods. 

4 Conclusion 

In this paper, we described a technique for obtaining multipole decomposition for com-
plex shaped particles using COMSOL Multiphysics. This method enables a complete 
study of the scattering properties of the system, allowing for the identification and 
description of special scattering modes, such as toroidal and anapole states, which are 
critical for achieving tailored optical responses. Using a specific particle as an example, 
we calculated the dependence of the optical pressure force on the radius and demon-
strated its proportionality to the total scattering cross section. This finding underscores 
the importance of multipole decomposition in understanding optomechanical interac-
tions and provides a pathway for designing nanostructures with desired optical and 
mechanical properties.
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Abstract. This paper presents the results of a study evaluating the effectiveness 
of gamification in e-learning and its impact on students’ learning outcomes. The 
experiment involved two groups of 72 students each. The first group was taught 
using standard e-learning methods, while the second group was taught with the 
incorporation of gamification elements. To assess the impact of gamification on 
students’ learning outcomes, Student’s t-test for independent samples was applied. 
Prior to conducting the t-test, the assumptions of normality and homogeneity of 
variance were verified. Normality was checked both graphically using Q-Q plots 
and analytically using the Shapiro-Wilk test. The homogeneity of variance was 
checked using Bartlett’s test. Student’s t-test revealed statistically significant dif-
ferences between the groups, indicating that gamification positively influences 
learning efficiency. Furthermore, the results suggest that gamification has a bene-
ficial effect on students’ learning outcome. These findings support the implemen-
tation of gamification as an effective tool for enhancing student motivation and 
engagement in the educational process. 

Keywords: T-test · Shapiro-Wilk Test · Bartlett’s Test · Quantile-Quantile Plot · 
Kernel Density Estimation · KDE · E-learning · Gamification · Motivation · 
Engagement · Academic Performance 

1 Introduction 

The potential of e-learning opens up new horizons for improving the quality of higher 
education [1–3]. Nowadays the work with students is unimaginable without learning 
management systems and platforms, e-courses, digital assessments, integrated educa-
tional resources, audio and video content, and the general functionality of e-learning, 
which facilitates independent and self-directed learning by optimizing and automating 
processes [4–6].
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Modern educational technologies, enriched with information technologies, enable 
to train a new generation of specialists. Innovative results in science and production 
are conditioned by quality preparation of specialists, competent, among other things, in 
scientific research. The technical solutions and theoretical results created in recent years 
testify to the ability of the modern educational system to generate high quality profes-
sional [7–9]. Experts from various fields demonstrate the competence to create high-tech 
products and find solutions to knowledge-intensive problems [10–12]. Examples pre-
sented in the sources [13–17] confirm the capabilities of modern research teams to solve 
complex engineering and scientific problems. It is essential that obtaining results also 
affects the educational system, providing new methods and approaches to solve a variety 
of problems [18]. For example, one of the most intensively developing fields today is 
artificial intelligence, and its application in various areas is actively studied in student 
learning [19–21]. Such mutual development creates the potential for further successful 
development of science and technology. 

In particular, technologies developed for industrial optimization are used in labo-
ratory work [22], computer vision enables evaluation of the results of an engineering 
practical assignment [23], and models of precision processes can be integrated into 
engineering education [24]. 

A distinctive feature and advantage of e-learning is the gamification of educational 
activities [25, 26]. Games have long been regarded as an effective teaching technique, as 
they help to increase the learning motivation and involvement of students, enhance their 
cognitive activity, and at the same time making the learning material easier to memorize 
and master. In the past, creating educational games in the traditional form was a time- and 
resource-intensive process. However, modern computer technologies have eliminated 
these challenges, providing teachers with a wide range of mobile applications, ready-
made interactive games and customizable game templates across various platforms and 
websites. In the context of modern trends in education, we define gamification as the 
interactive use of games and game elements to achieve learning goals and objectives 
[25]. 

Gamification attracts and engages students because such activities are associated 
with fun, novelty, variety, virtuality, voluntariness, control over the learning process, the 
desire to overcome challenges to obtain rewards, the aspiration to be the best and the 
avoidance of failure or punishment [27, 28]. 

In this study, we will explore how this is realized through specific gamification 
techniques, including Badges and Achievements, Leaderboards, Interactive Challenges 
and Virtual Economy [25, 29]. 

Badges and Achievements are visual digital rewards awarded for various types of 
learning activities, such as completing tests with high scores, finishing courses, actively 
participating in discussions, for instance, on course forums, attending classes, helping 
classmates, etc. LMS platforms like Moodle can automatically track and award these 
achievements [29–31]. Thus, the learning process is broken down into small but impor-
tant goals and tasks, for the completion or achievement of which students receive online 
rewards [25]. 

Badges are often tied to Leaderboards, which visualize student performance based 
on the self-determination theory [32]. Leaderboards allow students to compare their
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progress with others, identify strengths and weaknesses, and gain motivation to improve 
their performance [27, 33]. For teachers, Leaderboards provide valuable insights to 
develop individual educational trajectories for students [25, 29, 34]. 

Levels and Progress Bars are integral to most games and contribute to students’ per-
sonal development and motivation. Levels act as both goals and rewards, while progress 
bars provide a visual representation of advancement [25, 29]. To progress through levels, 
students can complete interactive tasks such as quizzes, puzzles, and simulations, which 
also encourage creative problem-solving [35, 36]. 

The Virtual Economy technique is particularly intriguing, as it allows students to earn 
virtual currency for completing tasks [27, 37]. This currency can be spent on additional 
materials, hints during tests, or level upgrades. Teachers can assign different “prices” to 
tasks, prioritizing specific skills or activities [25, 29]. 

Thus, it can be seen that the presented gamification techniques are interrelated with 
each other. So it is worth using them in combination. In this study, we developed an 
e-course in Moodle that included interactive tasks of different forms of interaction on 
various topics (quizzes, puzzles, simulations), intermediate tests, and forum-based activi-
ties (peer assistance, debates, discussions). For each of these activities, students “earned” 
virtual currency of different denominations (depending on the complexity of the task, 
required skills, etc.). The students accumulated game capital, which could be spent on 
exemption from homework, obtaining additional study material, hints on the test, level 
upgrade, etc. Students also received badges based on the results of completed learning 
tasks. All these indicators were summarized in individual leaderboards. This system was 
implemented in the experimental group of 72 students. The second group with the same 
number of students used traditional learning methods and techniques. 

The presented elements of gamification increase internal and external motivation of 
students, influencing them emotionally [25, 32, 38]. They activate students’ abilities and 
facilitate easier memorize of learning material [35]. However, some argue that the effec-
tiveness of gamification is a short-term phenomenon, potentially leading to demotivation 
due to perceived manipulation or the pressure of public rankings [27, 29]. 

These risks should be taken into account and gamification should be applied method-
ologically [25]. For example, leaderboards can display only the top 10 positions, allowing 
students to perceive their place in the leaderboard as an achievement [27]. Alternatively, 
a “rating without rating” approach can be used, where students’ results are displayed 
without explicit positions, emphasizing collaboration over competition [25, 29]. Badges 
can be awarded according to different criteria, such as helping classmates, fostering an 
individualized and differentiated approach to learning [25]. 

Moreover, it is important that the described elements of gamification, especially if 
they are used in a complex, as in this study, are applied systematically, within a certain 
algorithm, are connected with each other, and have expediency. At the same time, each 
technique should have clear and simple rules avoiding too simple goals, large distances 
between levels, and, preferably, have a through storyline of the intended learning actions 
that will lead to the goal set by the teacher.
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2 Methods 

Comparison of the results of two students’ groups – one studying with gamification 
elements and the other without – was conducted using Student’s t-test for independent 
samples [39, 40]. This test evaluates the hypothesis that there are statistically significant 
differences between the mean values of students’ scores of these two groups. Since the 
scores of students in one group did not influence the scores of students in the other 
group, the samples are considered are independent. The hypotheses for Student’s t-test 
are formulated as follows: 

Null hypothesis (H0): The mean values of the two groups are equal. 
Alternative hypothesis (H1): The mean values of the two groups are different. 
The t-statistic for independent samples is calculated using the following formula: 

t = 
X 1 − X 2 

σ 2 1 −σ 2 2 
n1−n2 

, (1) 

where X 1 and X 2 are the mean values of the first and second groups, n1 and n2 are the 
sample sizes, σ 2 1 and σ 2 2 are the variance of the samples. 

The application of Student’s t-test assumes that the following two conditions are 
met: 

1. The data in both compared groups are normally distributed. 
2. The variances of the two groups are equal (also referred to as homogeneity of 

variance). 

2.1 Checking the Normality of the Distribution of Data in the Groups 

To assess the normality of data distribution in this study, we applied the Q-Q plot 
graphical method and the Shapiro-Wilk test, which allows the assessment to be made 
analytically. 

Q-Q plot (quantile-quantile plot) allows for a visual assessment of how well the data 
distribution conforms to a normal distribution [41, 42]. On the Q-Q plot, the quantiles 
of the observed data distribution are plotted against the quantiles of a theoretical normal 
distribution. The closer the points are to a straight line, the more the data conform to the 
normal distribution (see, for example, Fig. 1). 

The Shapiro-Wilk test was used to test the normality of the data distribution 
analytically [43, 44]. The hypotheses for the Shapiro-Wilk test are formulated as follows: 

Null hypothesis (H0): The data follow a normal distribution. 
Alternative hypothesis (H1): The data do not follow a normal distribution. 
The Shapiro-Wilk test statistic is calculated as follows: 

W = 
n 
i=1 aix(i) 

2 

n 
i=1 (xi − x)2 

, (2) 

where x(i) are the sample values ordered in ascending order, ai are the coefficients 
calculated based on the expectation and covariance of the normal distribution, x is the 
sample mean.
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2.2 Checking the Homogeneity of Variance Across Groups 

The equality of variances across groups was assessed using Bartlett’s test [45, 46]. The 
hypotheses for Bartlett’s test are formulated as follows: 

Null hypothesis (H0): The variances of all groups are equal. 
Alternative hypothesis (H1): The variances of the groups are different. 

Bartlett’s test allows to compare the variances of more than two groups. In this 
case, the alternative hypothesis is formulated as the variances of at least two groups 
are different. However, in this study, since there are only two groups, the alternative 
hypothesis simplifies to the statement that the variances of the two groups are different. 

The Bartlett’s test statistic for two groups is calculated using the following formula: 

T = 
(n1 + n2 − 2)ln σ 2 p − (n1 − 1)ln σ 2 1 − (n2 − 1)ln σ 2 2 

1 + 1 3 
1 

n1−1 + 1 
n2−1 − 1 

n1+n2−2 

, (3) 

where σ 2 p is the pooled variance, calculated as: 

σ 2 p = 
(n1 − 1)σ 2 1 + (n2 − 1)σ 2 2 

n1 + n2 − 2 
, 

The pooled variance σ 2 p is the weighted average of the variances of the two groups, 
where weights are the degrees of freedom (n1 − 1) and (n2 − 1). 

2.3 Application of Student’s T-Test 

After confirming that the data in both groups were normally distributed and that the 
variances were homogeneous, Student’s t-test for independent samples was applied. 
The significance level α for the conducted study was set at 0.05. If the p-value obtained 
from the test was less than α, the null hypothesis was rejected. This means that there are 
statistically significant differences between the groups. 

Finally, it is worth noting that the t-statistic (1) of Student’s t-test for independent 
samples not only allows for testing whether there are statistically significant differences 
between groups, but also indicates which group has better results. Specifically, if the 
value of the t-statistic is positive, it indicates that the mean score of the first group X 1 is 
greater than that of the second group X 2. In opposite, a negative t-statistic indicates that 
the mean score of the first group X 1 is less than the mean score of the second group X 2. 

3 Results 

In this research, the learning outcomes of students in two groups were analyzed. The 
first group, denoted as Group A, was trained using traditional e-learning methods. The 
second group, denoted as Group G (where G stands for gamification), was also trained 
using e-learning methods, but with the active incorporation of gamification elements, 
including:
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• Badges and Achievements 
• Leaderboards 
• Interactive Challenges 
• Virtual Economy 

Each group consisted of 72 students (three university groups in each of the studied 
cohorts). The purpose of the research was to determine whether gamification affects 
students’ academic performance and, if so, whether the impact is positive or negative. 

To address this question, Student’s t-test for independent samples was used, as the 
results of students in one group were independent of those in the other group. The null 
and alternative hypotheses were formulated as follows: 

Null hypothesis (H0): The mean score in Group A is equal to the mean score in 
Group G (with gamification): 

μA = μG. 

Alternative hypothesis (H1): The mean score in Group A is different from the mean 
score in Group G: 

μA μG. 

Before applying Student’s t-test, it is necessary to verify that the data in both groups 
were normally distributed and that the variances across groups were homogeneous. 

3.1 Normality of Data Distribution 

Figures 1 and 2 show Q-Q plots for Group A (trained without gamification) and Group 
G (trained with gamification). 

Q-Q plots allow for the evaluation of deviations of the data from the normal distribu-
tion. Significant deviations from a straight line would indicate non-normally distributed 
data. However, as shown in Figs. 1 and 2, the points corresponding to the data are located 
close to a straight line with no significant deviations. Thus, it can be stated that the data 
in both groups are normally distributed. 

In order to objectively test the hypothesis of normality of data distribution, the 
Shapiro-Wilk statistical test was used in addition to Q-Q plot visual analysis. 

The hypotheses for the Shapiro-Wilk test were formulated as follows: 
Null hypothesis (H0): The distribution of scores in Group A and Group G is normal. 
Alternative hypothesis (H1): The distribution of scores in at least one group is not 

normal. 
The value of test statistics (2) and p-values for each group were as follows: 

Group A : Statistic = 0.9880, p − value = 0.7294 
Group G : Statistic = 0.9905, p − value = 0.8679 

Since the p-value for both groups are greater than 0.05, the null hypothesis H0 is 
not rejected. This confirms that the data in both Group A and Group G are normally 
distributed. 

The normal distribution of data in both groups supports the use of Student’s t-test 
for further analysis.
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Fig. 1. Q-Q plot for Group A. 

3.2 Homogeneity of Variance 

To check the equality of variances across the groups, Bartlett’s test was applied. The 
hypotheses for this test were formulated as follows: 

Null hypothesis (H0): The variances of scores in Group A and Group G are equal: 

σ 2 A = σ 2 G. 

Alternative hypothesis (H1): The variances of scores in Group A and Group G are 
different: 

σ 2 A = σ 2 G. 

The test statistic (3) and p-value were as follows: 

Statistic = 0.0373, p − value = 0.8468 

Since the p-value is greater than 0.05, the null hypothesis H0 is not rejected. This 
indicates that the variances across Group A and Group G are equal. 

3.3 Application of Student’s T-Test 

Based on the results obtained, Student’s t-test for independent samples was applied. The 
t-statistic (1) and p-value were as follows: 

T − Statistic = −3.6868, p − value = 0.0003
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Fig. 2. Q-Q plot for Group G. 

Since the p-value is less than 0.05, the null hypothesis H0 is rejected. This indicates 
that there are statistically significant differences between the mean scores in two groups. 
In other words, the implementation of gamification elements in the educational process 
has a significant impact on learning outcomes. 

The negative value of the t-statistic indicates that the mean score in Group G is 
higher than in Group A. Thus, the students in group G demonstrated higher academic 
performance, suggesting that the impact of gamification on learning outcomes is positive. 

The descriptive statistics for the two groups are as follows: 

Mean score of Group A : 68.944444 
Mean score of Group G : 74.486111 

Median of Group A : 68.5 
Median of Group G : 75.0 

Standard deviation of Group A : 9.121849 
Standard deviation of Group G : 8.914292 

3.4 Visualization of Results 

To visualize the results, a histogram of the score distribution Groups A and G is provided 
(Fig. 3).
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Fig. 3. Histogram of score distribution in Groups A and G. 

In Fig. 3, the left Y-axis represents the number of students who received scores within 
the ranges indicated on the X-axis. 

The right Y-axis in Fig. 3 represents the probability density function, which shows 
the relative frequency of scores in each group. The kernel density estimation (KDE) 
curve, a smoothed curve approximation of the data distribution, is also plotted in Fig. 3. 

The KDE curve for Group G is shifted to the right (towards higher scores) compared 
to Group A, indicating that gamification contributed to higher academic achievement. 
Additionally, the distribution for Group G is narrower and taller, suggesting that students 
in this group showed more consistent results. 

4 Conclusion 

The rapid development of innovative technologies, particularly gamified technologies, 
encourages teachers to stay current and incorporate interactive game techniques into 
their teaching practices. These techniques aim to enhance students’ learning motivation 
and engagement through elements such as fun, voluntariness, a sense of progress and 
a competitive spirit. In this context, this study explored the use of gamification ele-
ments, including Badges and Achievements, Leaderboards, Interactive Challenges and 
Virtual Economy. To evaluate the impact of gamification on student learning outcomes, 
Student’s t-test for independent samples was used. The appropriateness of using the 
t-test was confirmed by the results of the Shapiro-Wilk test, Q-Q plot graphical analysis, 
and Bartlett’s test, which demonstrated that the data met the necessary assumptions of 
normality and homogeneity of variance. 

The findings of this study indicate that the integration of gamification into e-learning 
significantly enhances its effectiveness and positively impacts students’ academic per-
formance. These results underscore the potential of gamification as a valuable tool
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for improving educational outcomes and fostering greater student engagement and 
motivation. 
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Abstract. This study explores an innovative blockchain-based architecture to 
enhance patient data access traceability through the use of smart contracts. The 
primary objective is to ensure secure and transparent access management by 
immutably recording every interaction on the blockchain. By identifying key chal-
lenges related to security, privacy, and access control in medical data management, 
this research proposes a smart contract-driven approach to automate authorization 
processes. Smart contracts enable programmable access control while ensuring 
data integrity through their immutability. To address challenges such as scala-
bility, performance, and interoperability, this work considers integrating comple-
mentary technologies and continuously optimizing system efficiency. This study 
establishes a solid foundation for developing and implementing pilot projects in 
the healthcare sector. By promoting secure and traceable data management, this 
approach aims to strengthen trust among healthcare stakeholders while enhancing 
patient care quality and data protection. 

Keywords: blockchain · smart contract · e-health · data security 

1 Introduction 

Managing medical data has become a major concern in the healthcare sector, especially 
with the rise of cyber threats and increasing breaches of privacy and confidentiality. 
Traditional medical record management systems often exhibit shortcomings, both in 
terms of accessibility whenever needed and in ensuring proper traceability of access. 
Patients frequently consult multiple healthcare providers, who may be located in dif-
ferent hospitals or even different countries. In most cases, their medical records are not 
centralized, making it difficult to maintain a unified and coherent history that accurately 
reflects the patient’s medical journey. As a result, effective patient care and follow-up can 
become challenging, particularly in emergencies where quick access to medical records 
is crucial for decision-making or understanding the patient’s condition. However, since 
medical records contain highly sensitive and confidential personal data, it is essential 
to establish strict access control protocols to safeguard patient privacy and ensure the 
non-repudiation of all access attempts.
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In this context, blockchain technology emerges as a promising solution to enhance 
both the security and transparency of patient data access while decentralizing data man-
agement. By leveraging smart contracts, it is possible to create an immutable and trans-
parent ledger that records every interaction with medical data, ensuring that only autho-
rized individuals can access it. This article explores a blockchain-based architecture 
designed to improve access control and traceability of patient data while preserving con-
fidentiality and privacy. The focus is on the African context, particularly West Africa. 
The core idea is that by recording every access, modification, or audit operation on 
a blockchain using programmable smart contracts, it becomes possible to establish a 
verifiable and tamper-proof history of all actions performed on sensitive data. Conse-
quently, in the event of an incident or dispute, a reliable audit trail is available to trace 
all operations carried out. 

In their work, Zhang et al. [3] authors propose the development and evalua-
tion of a blockchain-based electronic health record (EHR) management system called 
HealthChain. Their goal is to overcome the shortcomings of traditional systems, such 
as performance and privacy issues, by designing and evaluating a blockchain system for 
EHRs. They introduce a consortium blockchain model involving hospitals, insurers, and 
government agencies. Each network node hosts a distributed ledger containing EHRs 
along with a chaincode instance that regulates participant permissions. Similarly, Saeed 
et al. [1] explore the potential of blockchain technology to revolutionize the manage-
ment, distribution, and processing of clinical records and personal medical information. 
Their study is based on an extensive review of articles from nine reputable databases, 
leading to the conclusion that large-scale implementation of blockchain in healthcare 
could help resolve critical issues related to health diagnostics, patient care processes 
(including telemonitoring and emergencies), data integrity, and fraud prevention. 

As a decentralized technology, blockchain offers a promising solution to these chal-
lenges. It ensures that every interaction with medical data is immutably recorded, thereby 
strengthening traceability and user accountability [3]. Smart contracts—self-executing 
programs deployed on the blockchain-can automate access permission management, 
ensuring that only authorized individuals can view medical records [4]. 

Several studies have explored blockchain applications in the healthcare sector. Li 
et al. [5] demonstrated that blockchain-based medical record management enhances data 
security and confidentiality while facilitating interoperability across different healthcare 
systems. Additionally, recent studies have emphasized the importance of integrating 
complementary systems, such as e-consent solutions, to further reinforce data protection 
[6]. Similarly, Adam, et al. [2] discuss how blockchain technology can shift the focus 
of healthcare interoperability from medical institutions to patients themselves. They 
propose a patient-centered approach, where health data exchange is controlled by patients 
rather than healthcare providers. Blockchain can define digital access rules via smart 
contracts, aggregate data from multiple sources, enhance data accessibility, secure digital 
identities, and ensure the integrity and immutability of patient records. 

However, despite blockchain’s potential benefits, significant challenges remain, par-
ticularly in African contexts, where issues such as scalability, system performance, and 
interoperability require tailored solutions. In this paper, we propose a context-aware 
approach to developing blockchain-based healthcare solutions that address the specific
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needs of West African healthcare systems, taking into account regional constraints and 
common challenges. 

2 Proposed Architecture 

The proposed solution is based on a logical architecture that integrates blockchain and 
smart contracts to control and enhance access management and traceability of patient 
data. Indeed, due to its distributed and immutable nature, blockchain offers:

• Complete traceability: Every recorded transaction is verifiable and permanently 
stored.

• Tamper resistance: The consensus mechanism and cryptographic techniques ensure 
that once data is recorded, it cannot be modified or deleted.

• A decentralized framework: The absence of a single point of failure enhances 
resilience against attacks.

• Smart contracts, which are autonomous scripts, automatically execute access and 
audit rules once predefined conditions are met. They enable the system to validate 
access permissions in real-time and automatically record each interaction. 

This architecture is deployed in multiple complementary layers, each playing a spe-
cific role in the processing and recording chain of operations. We distinguish three main 
layers, namely:

• The Interface and Access Layer: This consists of a user interface, which serves as a 
secure portal for healthcare professionals and, potentially, patients. It also includes 
an API to facilitate transactions between existing applications, the user interface, and 
the blockchain-based system.

• The Orchestration and Processing Layer: This includes a Flow Management Module, 
responsible for translating user requests into blockchain transactions. Additionally, it 
has a Business Logic Engine, which enforces access rules, manages exceptions, and 
orchestrates the execution of smart contracts.

• The Blockchain and Smart Contracts Layer: This consists of the Blockchain Network, 
which includes all nodes participating in consensus and transaction validation; and 
Smart Contracts, which are autonomous scripts that define authorization rules, record 
transactions, and enable auditability. 

The Fig. 1 provides a conceptual or symbolic representation of our model, highlight-
ing the clear separation between the user interface, business logic, and the decentralized 
blockchain layer. 

In our proposal, the information exchanges are as follows: 

1. Access Request: The doctor initiates a request via the secure interface. 
2. Verification: The API relays the request to the orchestration layer, which calls the 

smart contract to verify the doctor’s identity and access rights. 
3. Validation and Recording: The smart contract validates the access and immediately 

records the transaction on the blockchain, then sends a confirmation. 
4. Data Transmission: Once the transaction is validated, the interface requests the 

off-chain storage (to maintain confidentiality) to provide the data, which is then 
transmitted to the doctor.
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Fig. 1. Conceptual Diagram of Our Model 

The solution relies heavily on the secure automation of authorization and auditing 
processes through smart contracts. These smart contracts are designed to verify autho-
rizations in real-time, record actions, manage exception rules in emergency situations, 
secure transactions, and more (Fig. 2). 

Fig. 2. Some illustrative representations of these smart contracts 

To meet the strict requirements related to the management of sensitive data, several 
complementary measures are implemented:
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• Cryptographic Security: All interactions between the user interface and the blockchain 
network are secured through protocols (e.g., TLS/SSL). Additionally, each transaction 
is electronically signed to ensure its integrity and origin.

• Confidentiality and Data Storage: Sensitive data (patient records) are not fully stored 
on the blockchain to avoid any exposure risks; they reside in a secure environment 
enhanced by encryption and anonymization techniques. Only metadata, access logs, 
and references to relevant transactions are recorded on the blockchain.

• Audit Process and Traceability: Smart contracts incorporate self-verification func-
tions (continuous auditing) that immediately detect any anomalies (unauthorized 
access, abnormal behavior, etc.). Furthermore, each operation is timestamped and 
associated with a unique identifier, ensuring uninterrupted and tamper-proof tracking 
of all actions. 

3 Results and Discussion 

The proposed blockchain-based solution offers a comprehensive approach to address-
ing critical issues in healthcare data management, including security, privacy, and data 
integrity. To rigorously assess the system’s performance and compliance features, a 
synthetic and representative dataset was engineered, consisting of:

• 10,000 anonymized patient profiles, each with a full medical history
• 750 digitally signed healthcare provider identities, spanning multiple specialties and 

access roles
• 20,000 structured medical record entries, distributed across consultations, diagnos-

tics, imaging reports, and electronic prescriptions
• 15,000 granular consent records, specifying multi-level access rights and temporal 

validity constraints 

The validation framework encompasses the following usage scenarios:

• Standard Access: Data retrieval operations are performed strictly in accordance 
with pre-recorded consent parameters, enforcing role-based and time-bound access 
control.

• Emergency Access Mode: A bypass mechanism enabling immediate access to 
critical patient data in life-threatening situations. All actions are timestamped, 
cryptographically logged, and subject to post-incident audit trails for accountability.

• Cross-Border Access: A distributed test involving federated nodes located in differ-
ent jurisdictions. The scenario validates interoperability, dynamic trust negotiation, 
and compliance with region-specific data protection rules. It introduces intentional 
latency due to multi-node authentication and data synchronization.

• Concurrent Load Handling: Stress-testing under high concurrency by simulating 
up to 1,000 simultaneous access requests. This assesses system throughput, response 
times, and resilience under peak operational load using distributed performance 
testing tools. 

By integrating three key layers—interface, orchestration, and blockchain—the sys-
tem ensures that each stage of the data access process is both secure and transparent. 
The interface layer provides a secure portal for healthcare professionals and patients,
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while the orchestration layer handles the flow of requests and ensures that the appropri-
ate smart contracts are invoked to validate and record access requests. The blockchain 
layer ensures that all interactions with patient data are recorded immutably, enhancing 
accountability and traceability. 

The core innovation of this solution lies in the use of smart contracts to automate 
the process of access control. These smart contracts verify the identity and access rights 
of users in real-time, ensuring that only authorized individuals can interact with sensi-
tive patient data. Once access is granted, each transaction is immediately recorded on 
the blockchain, providing an immutable log of all actions taken. In addition to access 
validation, smart contracts can also manage emergency overrides and secure transac-
tion handling, addressing the dynamic nature of healthcare environments where rapid 
decision-making is essential. 

To further protect patient confidentiality, the system employs an off-chain storage 
mechanism, ensuring that sensitive patient data is not directly stored on the blockchain, 
which could otherwise expose it to unnecessary risks. Instead, only essential metadata, 
access logs, and transaction references are stored on the blockchain, reducing the risk 
of unauthorized exposure. 

Despite the promising outcomes demonstrated in simulations, the solution does 
face challenges, particularly in terms of scalability and interoperability with existing 
healthcare systems. As the blockchain model operates in a decentralized environment, 
its performance might be constrained by transaction volume and the capacity of the 
blockchain network. Additionally, integration with current healthcare infrastructures 
and ensuring seamless interoperability between blockchain systems and existing Elec-
tronic Health Records (EHRs) remain key obstacles. These challenges will need to be 
addressed through ongoing optimization and pilot testing in real-world healthcare set-
tings to evaluate performance, identify bottlenecks, and ensure that the system can scale 
appropriately to meet the demands of large-scale healthcare organizations. 

Overall, this blockchain-based system represents a significant advancement in the 
secure and transparent management of patient data. However, further research is required 
to address scalability concerns, enhance the integration with existing healthcare tech-
nologies, and refine the system for broader adoption. Pilot programs and collaborations 
with healthcare providers will be instrumental in fine-tuning the system and ensuring its 
effectiveness in real-world applications. 

4 Conclusion 

In conclusion, this research demonstrates that the application of blockchain and smart 
contracts in patient data management can provide effective solutions to the security and 
privacy challenges faced by the healthcare sector. The proposed architecture, tailored 
to the Beninese context, represents a significant advancement towards more secure and 
traceable management of medical data. The results highlight the crucial role of integrat-
ing innovative technologies to enhance the quality of care and strengthen trust among 
healthcare stakeholders. The adoption of blockchain in healthcare offers the potential 
for more transparent and accountable systems, ensuring that patient data is handled in a 
manner that is both secure and accessible only to authorized individuals.
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Moreover, the research emphasizes the importance of developing systems that bal-
ance security and efficiency while complying with regulatory requirements and main-
taining user privacy. The implementation of smart contracts not only automates access 
control but also ensures the integrity of data interactions by creating an immutable record 
of each transaction. These advancements are crucial in addressing the growing concerns 
over data breaches and unauthorized access to sensitive medical information. 
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Abstract. Software Effort Estimation (SEE) is a potential factor in 
improving the management of Agile projects. However, traditional effort 
estimation in the dynamic Agile environment, such as expert-based 
methods, often faces challenges due to subjectivity and inconsistency. 
Recently, Machine Learning (ML) has emerged as a promising approach, 
learning from past estimations and leveraging historical data to identify 
patterns and enhance estimation accuracy. This paper presents a System-
atic Literature Review (SLR) on ML-based SEE in Agile environments. 
We categorize ML techniques, compare their performance with tradi-
tional methods, and analyze common evaluation metrics. Our findings 
show that ML approaches can outperform traditional techniques when 
applied correctly, though challenges remain, including data availability, 
evaluation inconsistencies, and external factors. These insights highlight 
research gaps and suggest directions for future studies. 

Keywords: Software Effort Estimation · Agile · Machine Learning · 
Systematic Literature Review 

1 Introduction 

Optimizing resources without compromising software quality is always a goal 
that businesses strive for. Therefore, Software Effort Estimation(SEE) is a crucial 
factor in the project development process [ 24]. Today, Agile is widely adopted; 
a 2023 survey [ 8] shows that 71% of 788 respondents use Agile in their soft-
ware development lifecycle, reflecting its popularity in environments requiring 
flexibility, rapid iterations, and customer collaboration. 

1.1 Agile Methodology 

Agile is a flexible and collaborative approach to software development that 
focuses on iterative progress and adaptability through incremental development 
cycles. Agile was officially defined in 2001 by creating the Agile Manifesto, with 
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4 core values and 12 principles to guide the software development approach [ 9]. 
Compared to traditional methodologies like Waterfall, Agile emphasizes incre-
mental development, ongoing customer collaboration, and continuous product 
adjustments based on actual needs [ 33]. 

In an Agile environment, SEE directly impact project planning, resource, 
and time allocation for project execution. Accurate estimation helps teams set 
realistic expectations, manage workloads efficiently, and ensure deadline. How-
ever, the uncertainties of Agile can always hinder effort estimation. This poses 
a challenge for SEE in Agile. 

1.2 SEE in Agile 

SEE helps teams estimate the effort needed for tasks, user stories, or features 
using simple, expert-based techniques like Planning Poker, Story Points, and 
estimation by analogy, relying on discussions and past experiences rather than 
fixed time estimates [ 6,31]. 

Figure 1 highlights Agile principles such as iteration, collaboration, and 
adaptability in effort estimation. Agile teams estimate effort per iteration rather 
than upfront, adjusting to evolving requirements [ 30]. Relative estimation focuses 
on complexity instead of fixed time values, while velocity tracking improves pre-
dictions by analyzing past sprints. 

SEE is a continuous, adaptive process driven by team discussions and iter-
ative feedback rather than a one-time project estimate [ 33]. In Agile, estimat-
ing total effort upfront is error-prone since each iteration requires reassessment 
based on evolving requirements and customer feedback. Traditional models like 
Function Point and COCOMO are often ineffective due to Agile’s dynamic 
nature [ 3]. SEE remains challenging as it relies on subjective factors like expertise 
and experience, with no universally accepted estimation method [ 23]. Adapting 
to feedback further complicates effort estimation, highlighting the need for data-
driven approaches to improve accuracy. Additionally, SEE in Agile faces another 
obstacle due to dynamic requirements, such as processing feedback from clients 
or colleagues to adapt to project needs [ 28]. These challenges highlight the need 
for more data-driven approaches to enhance estimation accuracy. 

1.3 The Role of Machine Learning 

Machine Learning (ML) has emerged as a data-driven approach to improve esti-
mation accuracy by learning from historical Agile project data, identifying pat-
terns, and reducing errors [ 23]. Studies have applied ML techniques like neural 
networks and regression models to enhance Agile effort estimation [ 16]. However, 
research is fragmented, and generalizing ML models across datasets is challeng-
ing. The lack of standardized data for Agile SEE due to security concerns further 
complicates research. To address these issues, this paper presents an SLR on ML 
applications in Agile effort estimation, categorizing techniques and comparing 
ML-based methods with traditional approaches.



ML for Software Effort Estimation in Agile 477

1.4 Research Question 

To guide our investigation, we formulated the following main research questions 
(RQs), each reflecting a different dimension of the study: 

RQ1: What machine learning algorithms and techniques have been employed for 
software effort estimation (SEE) in Agile Software Development (ASD)? 
This question aims to identify the landscape of ML methods—ranging 
from traditional algorithms (e.g., Decision Trees, SVM) to ensemble or 
deep learning techniques—specifically tailored to Agile contexts. Answer-
ing RQ1 highlights the breadth of approaches researchers and practition-
ers have explored, helping us understand the diversity of methods in 
current literature. 

RQ2: How do these ML-based estimation methods compare to traditional Agile 
estimation practices, such as Planning Poker or expert-based approaches, 
in terms of accuracy and reliability? 
Although ML has shown promise in various software engineering tasks, 
the extent of its performance gains over established Agile estimation prac-
tices remains a core concern. By reviewing and synthesizing comparative 
evaluations—through metrics like MMRE, MAE, or RMSE—this ques-
tion aims to clarify whether ML consistently outperforms or merely com-
plements human-driven estimates. 

RQ3: What are the main challenges and limitations in applying ML to SEE in 
Agile contexts, and what potential solutions or research gaps remain? 
Introducing ML in Agile environments entails practical hurdles, such as 
limited or noisy datasets, evolving project requirements, and stakeholder 
acceptance. RQ3 seeks to uncover recurring issues reported across the lit-
erature, from data scarcity to model interpretability. By identifying these 
gaps, we can point out directions for future research and improvements— 
be it in data sharing, hybrid model development, or real-time adaptation 
strategies. 

Collectively, these research questions form the analytical framework for the 
subsequent sections of this paper. By systematically addressing each question, 
we aim to comprehensively understand how ML influences and enhances SEE 
within the dynamic conditions of Agile software development. 

In the remainder of the paper, The section outlines how we searched for rele-
vant articles and established the inclusion criteria. Section 2 addresses RQ1, cat-
egorizing key ML models and synthesizing their reported performance. Section 3 
discusses findings related to RQ2 and elaborates on observed challenges (RQ3). 
Finally, we summarize insights and suggest areas for future research in Sect. 3. 

1.5 Search Strategy 

We conducted a structured search using keywords like SEE, ML, and  
Agile, along with synonyms. Focusing on papers from 2012 onwards, we used the 
query: (“Software Effort Estimation” OR “Cost estimation”) AND
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Fig. 1. Illustrative working process of an IT company following the Agile methodology. 

(“Agile software development” OR “Agile”) AND (“Machine Learn-
ing” OR “Artificial Intelligence”) AND (Year BETWEEN 2012 AND 
2025). 

We searched Google Scholar and found around 45 papers based on our 
research questions. After analyzing titles and abstracts, we categorized them into 
themes: 12 focused on ML for effort estimation in Agile, 10 on effort estimation 
without ML, 8 on ML without Agile, 7 on general ASD, 5 on hybrid/optimization 
approaches, and 3 on other software engineering topics. We excluded papers 
unrelated to Agile, ML, or SEE, retaining only 12 that met all three criteria. 
These were then classified by publication type, selecting only reputable journals 
(Springer, Elsevier, IEEE, Nature) and conferences (IEEE, ACM, PROMISE, 
COMPSAC), excluding preprints and technical reports. Finally, we filtered out 
8 papers, [ 2, 5,14,19,21,25,27,29] that are freely accessible. These 8 papers will 
be used to support our research objectives. 

2 Method  

To analyze SEE in Agile, we first cover Agile Estimation Techniques, then pure 
ML studies, and finally hybrid ML with optimizations. 

2.1 Agile Estimation Techniques 

In most studies on SEE in Agile environments, story points are frequently used 
as the primary unit for measuring effort. This is because they capture the com-
plexity and effort required to implement a user story. Some studies have shown 
that historical story point data is used as input for ML models [ 25]. These his-
torical data points can be collected from past project reports or derived from
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Planning Poker, a technique used to estimate story points based on historical 
data [ 25]. 

Although not widely present in many studies, traditional estimation tech-
niques such as Use Case Points, Function Points, and COCOMO have also been 
mentioned. These methods highlight the need for diverse estimation approaches 
based on available data in Agile environments [ 19]. 

2.2 Pure ML Methods Used 
We’ve compiled Table 1, where the main papers appear at the top of the reference 
list, followed by supporting papers with additional information. 

Table 1. Machine learning techniques for Agile Effort Estimation 

ML Model Category in 
ML 
(Supervised 
Learning) 

Agile 
Estimation 
method 

Purpose Reference 

Support 
Vector 
Machine 
(SVM) 

Classification Story Points Text classification of issue reports into story point 
classes 

[ 1,27,31] 

K-Nearest 
Neighbors 
(KNN) 

Instance-
Based 
Learning 

Story Points New issue reports are classified for effort estimation by 
comparing them to past similar issues 

[ 1,27,31] 

Decision Tree 
(DT) 

Tree-Based 
Classification 

Story Points Generates decision rules from historical data to estimate 
story points for new issues 

[ 1,27,31] 

Näıve Bayes 
(NB) 

Probabilistic 
Model 

Story Points Text-based story point classification for its simplicity [ 1,27,31] 

J48a DT Tree-Based 
Classification 

Planning 
Poker, Story 
Points 

Establishes decision rules for classifying Agile effort 
estimates 

[ 6, 7,21] 

Logistic 
Model Tree 
(LMT) 

Tree + 
Logistic 

Planning 
Poker, Story 
Points 

Combines decision trees with logistic regression for 
better accuracy 

[ 6,17,18,21] 

NB Probabilistic 
Model 

Story Points Text-based story classification [ 1,17,21] 

Random 
Forest (RF) 

Ensemble 
Learning: 
Multiple 
Trees 

Planning 
Poker, Story 
Points 

Combines multiple decision trees [ 6,17,18,21] 

Bayesian 
Network 
(BN) 

Bayesian User Story 
Effort 
Estimation 

Learn conditional probability distributions through 
features such as predictor variables and target variables. 
By combining probability distributions, point estimates 
are generated 

[19] 

Ridge Regres-
sion(RR) 

Linear 
Regression 
with L2 
penalty 

User Story 
Effort 
Estimation 

Provide a robust linear model to enhance the reliability 
of linear effort estimation 

[11,19] 

Artificial 
Neural 
Network 
(ANN) 

Neural 
Networks 

User Story 
Effort 
Estimation 

Learn non-linear relationships between features and 
effort to enhance the accuracy of estimation 

[11,19] 

(continued)
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Table 1. (continued) 

ML Model Category in 
ML 
(Supervised 
Learning) 

Agile 
Estimation 
method 

Purpose Reference 

SVM Kernel-based User Story 
Effort 
Estimation 

Use kernel functions to map agile story features into a 
higher-dimensional space to capture additional factors 
that help minimize prediction errors in estimation 

[11,13,19] 

DT Tree-based User Story 
Effort 
Estimation 

Split data based on key feature thresholds to derive 
interpretable partitions that support accurate effort 
estimation 

[11,13,19] 

KNN Instance-
based 

User Story 
Effort 
Estimation 

Estimate the effort for a user story by leveraging the 
similarity between its features and those of historical 
stories 

[11,13,19] 

Ordinary 
Least Squares 
(OLS) 

Linear 
Regression 

User Story 
Effort 
Estimation 

Provide basic linear estimations by minimizing the total 
squared error, serving as a baseline model for user story 
effort estimation 

[11,13,19] 

Ensemble-
Prediction 

Ensemble 
aggregator 

User Story 
Effort 
Estimation 

Aggregate the strengths of multiple prediction models 
(such as: SVM, ANN, KNN, DT, RR) using dynamic 
weighted updates to produce a robust final effort 
estimate 

[19] [17] [20] 

RF Ensemble of 
DTs 

User Story 
Effort 
Estimation 

Aggregate multiple decision tree predictions using 
ensemble techniques to reduce variance and improve the 
accuracy of effort estimation 

[11,13,19] 

Extra Trees Ensemble of 
Randomized 
DTs 

User Story 
Effort 
Estimation 

Enhance estimation accuracy by combining decision 
trees generated with extensive randomization in split 
selection 

[11,13,19] 

Gradient 
Boosting 
(GB) 

Boosting User Story 
Effort 
Estimation 

Sequentially builds an additive model of weak learners 
(typically DTs) by fitting each to the residual errors of 
the previous iteration, thereby reducing overall 
prediction error 

[11,13,19] 

AdaBoost Boosting User Story 
Effort 
Estimation 

Iteratively adjust weights to focus on hard-to-predict 
cases, thereby reducing bias in weak learners and 
improving effort estimation 

[11,13,19] 

Stacking Meta-
Ensemble 

User Story 
Effort 
Estimation 

Integrate predictions from multiple base models through 
a meta-learner to produce a final consolidated effort 
estimate 

[19,32] 

DT Tree-Based Story Point 
Approach 

Constructs an interpretable model by recursively 
splitting the dataset into nodes (subgroups) based on 
story points and other input features 

[22,29] 

Stochastic 
GB 

Ensemble/ 
Boosting 

Story Point 
Approach 

Sequentially builds a series of weak learners (small 
decision trees), with each new tree correcting the errors 
of the previous one, thereby improving estimation 
accuracy 

[10,29] 

RF Ensemble/ 
Bagging 

Story Point 
Approach 

Decision trees are trained on random subsets of data 
and features, built-in parallel rather than sequentially. 
This helps reduce variance and enhance estimation 
accuracy 

[ 4,29] 

Long 
Short-Term 
Memory 
(LSTM) 

Recurrent 
Neural 
Network 

Story Point Improving story point estimation accuracy by analyzing 
sequential patterns in text data 

[ 5,12] 

Recurrent 
Highway 
Network 
(RHN) 

Deep 
Learning 

Story Point Enhancing story point estimation by refining deep 
feature representations and improving information flow 
in text data 

[ 5,26] 

RF Ensemble 
Learning: 
Multiple 
Trees 

Planning 
Poker, Story 
Points 

Combines multiple decision trees for better story point 
estimation accuracy 

[ 5,17] 

a J48 is an open-source Java-based implementation of the C4.5 algorithm in Weka [21].
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2.3 The Presence of ML Methods in Studies 

Fig. 2. Frequency Of ML Methods and Categories Used in Agile Effort Estimation 

3 Data Analysis and Discussion 

Scientific studies have shown that ML models can improves SEE through learn-
ing from historical data and adapting to patterns in Agile environments [ 15,19]. 
Research indicates indicate that ML-based models outperform traditional meth-
ods by reducing estimation errors, enhancing prediction reliability, and providing 
better scalability across projects [ 21]. 

Each ML model has its own performance, depending on the algorithm used, 
the quality of training data provided, and its ability to integrate with existing 
estimation techniques such as Planning Poker [ 21,27]. 
Table 2. Comparison of ML Models in Estimating Story Points from Issue Reports 
[27] 

ML Model Correct Estimates Accuracy MMRE 

SVM 413 0.59 0.50 

KNN 249 0.36 0.70 

DT 158 0.23 0.98 

NB 309 0.44 0.85 

As  shown in Table  2, SVM delivers the highest accuracy (0.59) and the lowest 
MMRE (0.5), making it the most effective model for story point estimation. In 
contrast, DT have the lowest accuracy (0.23), indicating that rule-based predic-
tions may struggle to estimate effort from issue reports. The approach of SVM 
maps input features into a higher-dimensional space, allowing it to capture sub-
tle differences in the data more effectively than KNN or NB [ 27]. Among the 
eight studies analyzed, two ranked SVM as one of the best-performing individual 
classifiers [ 19]. 

Effort estimation in Agile often relies on Planning Poker, where develop-
ers estimate tasks through discussion. ML models can enhance this process by 
automating and refining effort predictions based on past estimation trends [ 21]. 

Table 3 shows that combining ML models with Planning Poker outperforms 
using ML models alone. J48 DT achieves the best MMRE (91.75%) when inte-
grated with Planning Poker, suggesting it improves ML model accuracy, espe-
cially for LMT and RF. In contrast, NB performs poorly with the highest MMRE
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(204.40%), more than twice that of J48 DT (92.32%). Tree-based models, like 
DT, are valuable for Agile effort estimation due to their ability to capture non-
linear interactions, while ensemble methods like RF, GB, and AdaBoost improve 
accuracy [ 18,21]. 

For projects where Planning Poker is not feasible, standalone ML models can 
predict effort based purely on historical data. The MAE and RMSE are used to 
measure performance [ 19]. 

Table 3. Auto-Estimate [21]. 

ML Model MMRE (%) 
J48DT + Planning Poker 91.75 
J48DT 92.32 
RF 97.33 
LMT + Planning Poker 103.28 
RF + Planning Poker 108.95 
LMT 125.26 
NB + Planning Poker 180.09 
NB 204.40 

Table 4. Ensemble-based 
approaches [19]. 

ML Model MAE RMSE 
EnsemblePrediction 7.845 11.906 
Extra Trees 8.578 12.369 
RF 8.508 12.021 
GB 8.657 12.535 
AB 8.992 12.773 
ST 9.188 14.327 

Ensemble learning combines multiple ML models to boost accuracy. As shown 
in Table 4, the EnsemblePrediction method achieves the lowest MAE (7.845) 
and RMSE (11.906), highlighting its effectiveness. Among 8 papers, 3–4 focus 
on ensemble methods, with trends showing they typically outperform single clas-
sifiers by reducing variance and increasing reliability. 

Figure 2b shows that neural network-based methods are the second most pop-
ular after ensemble methods. Models like LSTM and RHN excel in processing 
sequential data, such as issue reports. One study found that the LD-RNN model 
with LSTM and RHN achieved the best MAE (2.09) and SA (52.66) [ 5]. While 
neural networks perform well with large, high-quality datasets, their performance 
drops with limited or noisy data, unlike ensemble methods, which show lower 
error rates in multiple studies [ 19,21]. This limits generalizability, as many stud-
ies use small, domain-specific datasets. Overall, with sufficient data, SVM and 
ensemble methods outperform simpler approaches [ 19,21,27]. 

While ensemble-based and neural network-based models have demonstrated 
superior performance in many cases, regression-based models serve as valuable 
baselines, though they often yield higher error rates compared to more complex 
models [ 19,21]. 

Though only 2 of 8 studies focus on hybrid models, results show they outper-
form neural networks and traditional regression. Hybrid models, such as ANFIS-
EEBAT and ABC-PSO, integrate optimization techniques with conventional ML 
methods. The ANFIS-EEBAT model demonstrates the advantages of optimiza-
tion in refining model parameters [ 2,14]. 

ML models greatly improve the accuracy of SSE in Agile compared to tra-
ditional methods such as Planning Poker and expert-based estimation. Mod-
els such as SVM and J48 DT perform better, especially when combined with
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Planning Poker estimates [ 21]. Additionally, ensemble-based methods further 
enhance accuracy by reducing estimation errors [ 19]. Hybrid approaches and 
neural network-based models show promise when large, high-quality datasets 
are available. Overall, ML models are valuable because they reduce the influ-
ence of human factors and adapt over time, making them well-suited for the 
dynamic nature of Agile projects. 
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