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Abstract. Diabetes is a chronic case with major health risks, making early diagnosis critical for appropriate intervention and effective management. Despite that current diagnostic techniques have limitations in correctness and consistency, assure the requirement for more functional predictive tools. This study handles this issue by applying Machine Learning (ML) techniques to predict diabetes, utilizing diabetes_prediction_dataset.csv, which is publicly obtainable from Kaggle. This dataset covers diverse medical and demographic attributes along with the patient’s diabetes condition (positive or negative). Our research goal is to evaluate the predictive performance of four ML techniques: Stochastic Gradient Descent (SGD), Support Vector Machine (SVM), Random Forest (RF), and Constant classifier, a simple baseline method. The SGD, SVM, and RF models reached optimal predictive achievement, with Area Under the Curve (AUC), classification accuracy, precision, recall, and F1 score of 1.0. This research demonstrated its superior ability to accurately classify diabetic as well as non-diabetic patients. As a comparison, the Constant classifier achieved a classification accuracy of 0.915 while presenting a limited discriminative ability, as reflected in an AUC of 0.500, a recall of 0.915, a precision of 0.837, and an F1 score of 0.874. All these results emphasize the effectiveness of advanced ML techniques, and one of the most effective in accurately predicting diabetes in the real world is SGD. This study highlights the potential of ML in healthcare applications.
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INTRODUCTION
Diabetes is an escalating health concern. Although there are accurate diagnostic methods available for identifying diabetes, predictive tools to assess the likelihood of a healthy individual developing diabetes in the future are less common. To combat diabetes effectively, it is essential to develop strategies that can aid healthcare organizations in predicting the risk of a non-diabetic patient becoming diabetic shortly [1]. Failure to identify high-risk groups for diabetes can lead to severe health complications, increasing the burden of the disease. Predictive tools, therefore, have the potential to reduce substantial medical costs and constraints for diabetic patients while enhancing timely interventions and treatments.
Currently, the commercial application of predictive tools for diabetes diagnosis through web and mobile applications is limited. To address this gap, we employ classical data mining techniques to build predictive models integrated into a user-friendly platform that includes both a web service and a mobile application. This solution offers accessibility and interactivity, combining model expertise within an intuitive interface. Our work utilizes tabular data from a public domain dataset, which includes a substantial representation of individuals with diabetes or diabetes-related conditions. Our predictive approach aims to serve as an auxiliary diagnostic tool, potentially assisting in early medical intervention. We developed this prototype using classification techniques, specifically SGD, SVM, RF, and a Constant classifier by implementing a website and a mobile app using Android and the Ionic framework.
The research is organized into several sections to provide a clear study overview. It begins with an Introduction, which includes the background, objectives, and significance of the research topic. This is followed by a Literature Review, discussing existing studies and highlighting gaps addressed by our research. The Methodology section outlines the dataset, classification models, and performance metrics used for evaluation. In the Results section, we present the findings, focusing on model performance. The Results Discussion analyzes these findings and addresses study limitations. Finally, the Conclusion summarizes the key outcomes and suggests future research directions, with a comprehensive list of References at the end. 
Literature Review
Diabetes is a prevalent disease worldwide, consuming a significant portion of healthcare resources. Many individuals exhibit prediabetic symptoms but may be unaware of them. If these early warning signs are not addressed, they can progress to more severe conditions, such as cardiovascular disease and hypertension [2]. Several statistical methods, including various ML and linear regression techniques, have been applied in the analysis of diabetes. However, few data-driven models have been developed to analyze patterns leading to prediabetes, and limited research has focused on risk prediction and the long-term outcomes of prediabetes [3]. 
In this research, we conducted survival analysis using four ML techniques, Stochastic Gradient Descent (SGD), Support Vector Machine (SVM), Random Forest (RF), and a Constant classifier, to examine factors associated with the development of prediabetes worldwide. We also analyzed competing risk factors related to prediabetes progression. Rather than censoring diabetic patients, we focused on the onset of prediabetes as the primary event of interest.
Our results identified several key factors that increase the risk of prediabetes among individuals with diabetes. Notably, high intake of sugar-sweetened beverages and prolonged sitting emerged as significant modifiable factors associated with elevated prediabetes risk. Conversely, having a supportive environment for physical activity, walking at least 10 minutes, and engaging in some forms of exercise significantly reduces the risk of developing prediabetes.
Previous studies have developed AI algorithms for the early diagnosis of diabetes based on data from participants who later developed the disease. However, few long-term studies have focused on identifying key factors for prediabetes development using large, novel datasets, particularly with a specific emphasis on prediabetes analysis.
Research Objectives
Diabetes prediction using gradient-boosting-based ML models has garnered significant research interest, fueled by recent advancements in big data and data analytics. The availability of various sensors, such as multichannel Bluetooth and Z-wave smart sensors for personal health monitoring, has led to the generation of large volumes of real-time, multivariate clinical and temporal data [4]. Despite extensive research on diabetes prediction and associated risk factors, there has been limited scholarly discussion on predicting diabetes using a combination of meteorological variables and risk factors derived from blood test results [5]. The primary goal of this study is to predict diabetes using ML Models and to provide insights into disease progression. We also aim to forecast future progression rates based on changes in hemoglobin, glucose, red blood cells, and cholesterol levels.
The specific objectives of this research are as follows:
Develop an ML model to predict diabetes trends using hemoglobin, glucose, red blood cells, and cholesterol blood test results.
Predict the progression from normal to abnormal diabetes levels using an ML model.
Identify the most effective features and ML model for predicting future diabetes probabilities.
Forecast future disease progression rates based on increases or decreases in hemoglobin, glucose, red blood cells, and cholesterol levels.
Provides a recommendation for managing and preventing diabetes progression based on the results, which could be valuable for AI-driven health platforms. 
Background and Significance
This research proposes types of neural networks combined with a voting algorithm to predict diabetes based on a diabetes dataset. Given that different error metrics can yield varying results, four error metrics were used. The data was divided into training and testing sets with tenfold cross-validation to train the models, through which unique attributes were identified that enhanced model performance rather than relying on local model attributes. Experimental results show that prediction accuracy for the testing data is sufficiently high, indicating that combining unique attributes, deep learning, and a voting method produces reliable results. This approach shows promise for use in screening tools or assessing an individual's potential risk of developing diabetes.
This study also investigates key risk factors including personal, pregnancy-related, blood, and urine test metrics for diabetes prediction. Based on these factors, prediction models (including SGD, SVM, RF, and a Constant classifier focusing on the majority class) were developed to identify individuals at risk of diabetes. The research includes two versions of the dataset, differing in size: the smaller dataset provides only 10 out of 25 local factors and includes personal information. Model evaluation results and significant findings for both dataset types are presented. Figure 1 illustrates a block diagram of the workflow for diabetes prediction analysis using ML algorithms.
Figure 1: Block Diagram of Workflow for Diabetes Prediction Analysis Using ML AlgorithmsData Loading and Preprocessing
Models Building using SGD and Constant Classifier
Models training
Model evaluation

Healthcare systems are increasingly utilizing ML techniques to improve the early detection and management of chronic diseases, like diabetes. This status comes from the ability of the body to produce sufficient insulin or effectively use it. So, if the patient is left untreated, diabetes becomes progressively damages vital organs such as the heart, liver, kidneys, eyes, and brain. To predict diabetes when analyzing fundamental health indicators like insulin and blood glucose levels, Body Mass Index (BMI), and Hemoglobin, researchers have benefited from ML and Deep Learning (DL) techniques. Within this concept, advanced predictive techniques, which depend on stacked ensembles' methods, have demonstrated the perspective of enhancing diagnostic accuracy as well as supporting clinical decision-making [6].
Two studies have utilized hybrid feature-chosen techniques to make efficient diabetes predictions, like Combining Correlation Matrices (CCM) and Sequential Forward Selection (SFS). Techniques such as Random Forests (RF), Support Vector Machines (SVM), and Artificial Neural Networks (ANN) were used to examine the effectiveness of these characteristics and features. Metrics related to accuracy, AUC, precision, F1 score, and recall are commonly recorded [7]. In this research, our group applied SGD, SVM, RF, and Constant classifiers, focusing on these techniques metrics to evaluate the reliability and efficiency of diabetes predictions.
Methodology
Dataset Source
The dataset of diabetes disease prediction is a combination of medical data and demographic information along with the diabetes patients' status (even if it is positive or negative). These data include attributes like gender, age, body mass index (BMI), heart disease, hypertension, HbA1c level, blood glucose level, and smoking history. Table 1 illustrates the description of these attributes. It can be used to construct ML models to predict diabetes cases in patients related to their demographic information and medical history as well. This can be helpful for all healthcare professionals to identify the patients who are possibly at risk of getting diabetes and personalized treatment programs for them. Furthermore, the researchers can use this dataset to examine the relationships between diverse medical and demographic features as well as the probability of developing diabetes [8].
The diabetes_prediction_dataset.csv file consists of medical data and patients' demographic background related to their diabetes status (positive or negative). It contains diverse attributes that can be used to build ML models that can predict the prospect of diabetes in patients if taking into account their medical history besides their demographic circumstances and other details [8].
Table 1: diabetes prediction dataset: a comprehensive dataset for predicting diabetes with medical and demographic data
	Feature name
	Description

	gender
	It refers to an individual's biological sex, which can influence their susceptibility to diabetes. The categories include male, female, and other.

	age (0.08 - 80)
	It is a significant factor, as diabetes is more frequently diagnosed in older adults. The age ranges from 0 to 80 years.

	hypertension (0 - 1)
	It is a medical condition characterized by persistently elevated blood pressure in the arteries. In the dataset, it is represented by a binary value: 0 indicates the absence of hypertension, while 1 signifies its presence.

	Heart_disease (0 - 1)
	It is another medical condition linked to a higher risk of developing diabetes. In the dataset, it is represented by a binary value: 0 indicates the absence of heart disease, while 1 signifies its presence.

	Smoking_history
	It is also recognized as a risk factor for diabetes and can worsen the complications associated with the condition. In our dataset, there are five categories: not current, former, no information, current, and never.

	BMI (10 - 95.7)
	Body Mass Index (BMI) is a measure of body fat calculated from an individual's weight and height. Elevated BMI values are associated with an increased risk of diabetes. In the dataset, BMI ranges from 10.16 to 71.55. A BMI of less than 18.5 is classified as underweight, 18.5 to 24.9 is considered normal, 25 to 29.9 is categorized as overweight, and a BMI of 30 or higher is classified as obese.

	HbA1c_level (3.5- 9)
	Hemoglobin A1c (HbA1c) level reflects an individual's average blood sugar levels over the previous 2 to 3 months. Elevated HbA1c levels are associated with a higher risk of developing diabetes, with levels exceeding 6.5% typically indicating the presence of diabetes.

	blood_ glucose_ level (80 - 300)
	Blood glucose level indicates the concentration of glucose in the bloodstream at any given moment. Elevated blood glucose levels are a significant indicator of diabetes.

	diabetes (0 - 1)
	It is the target variable being predicted, where a value of 1 signifies the presence of diabetes and a value of 0 indicates its absence.

	Label
	Count

	Female59%
	No Info36%

	Male41%
	never35%

	Other (18)0%
	Other (29089)29%

	Data Source
	https://www.kaggle.com/datasets/iammustafatz/diabetes-prediction-dataset?resource=download&select=diabetes_prediction_dataset.csv



Figure 2 (1-7), shows the dataset summary in the form of a data card that includes an overview of the dataset’s purpose, feature summary, data range, and dataset size information on feature type and missing values. This figure allows for a quick high-level understanding of the dataset.
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Figure 2 (1-7): The dataset features’ summary in the form of a data card
Data Sample Selection
The details of the dataset selected are as follows:
Sampling type: Random sample with 25 data instances, with replacement, stratified (if possible), deterministic.
Input: 100000 instances.
Sample: 25 instances.
Remaining: 99975 instances.
The condition of the data sample selected is illustrated in Figure 3.
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Figure 3: Data sample selected
Stochastic Gradient Descent (SGD)
In a basic supervised learning framework, each instance is represented as a pair consisting of an arbitrary input and a scalar output. A loss function is selected to quantify the cost of the predictions compared to the actual output, and a function parameterized by a weight vector is chosen. Stochastic Gradient Descent (SGD) updates the parameters based on each training instance individually, introducing randomness into the process based on the instances randomly selected during each iteration [9].
In a deployed system, this stochastic algorithm can process instances in a single pass since it does not require retaining information about which instances were handled in previous iterations. Consequently, it is generally much faster and can also be utilized for online learning. SGD performs frequent updates, which leads to high variance and causes significant fluctuations in the objective function. However, this variability enables SGD to explore new, potentially more optimal local minima. Despite this advantage, SGD often overshoots, making it difficult to reach the exact minimum without appropriate adjustments to the learning rate [10].
Support Vector Machine (SVM)
Vapnik first introduced SVMs. It depends on the binary classification, so it isolates the vector training set into two classes (a1, b1), (a2, b2),. ., (am, bm), where ai ϵ Rd which indicates the vector of feature space of d-dimensional, and bi ϵ{-1, +1} is a label of the class [11].
SVM is an ML model widely used for classification and optimization tasks. To apply SVM, the first step is to collect labeled training data, where each item’s category is pre-defined. The next step is to select features, choosing characteristics that best differentiate between categories. During training, the SVM algorithm identifies a dividing line between the two classes that maximizes the margin, or distance, between this line and the closest training points from each class, creating a clear boundary for classification [12].
Random Forest (RF)
They are an ensemble of tree predictors, where each tree is built based on results from an independently sampled random vector, with the same classification applied across all trees in the forest [13].
Constant Classifier
A classifier is referred to as a "constant" if it assigns every example to the same class. A training dataset is described as “(linearly) indiscriminate” if a constant classifier minimizes the misclassification rate compared to all linear classifiers on that dataset. General sufficient conditions are established to guarantee a positive probability of obtaining an indiscriminate dataset. Conversely, additional general sufficient conditions are provided to ensure that the probability of obtaining an indiscriminate dataset is zero [14]. In classification tasks, the training sample (data set D) consists of an ordered list of pairs (x1, y1) …. (xn, yn), where each pair (xi, yi) represents an "example." Here, xi is the "predictor vector" or "input" for the i- th instance, and yi is the associated class. The number of examples, n is called the "sample size," and k denotes the "dimension" of each predictor vector. In binary classification problems (common in learning theory), the label yi is either +1 or -1, representing "positive" and "negative" classes, respectively [15]. 
For simplicity, suppose k >1. Note that it is possible for K≤ n, meaning there may be as many predictors as examples. When k ≥ n, fitting a linear classifier often requires regularization. In linear classification, the aim is to find an affine function as in the equation 1:
f(x)=b + w. x	(1)
In most cases, correctly matches the class yi for each xi in D, where  and       . The symbol "·" represents the inner product in Rk, and sgn(t) denotes the sign of t, with sgn (0)=0 and for sgn(t)=t/|t|      for t≠0 [15]. The "misclassification rate" of f on dataset D refers to the proportion of examples (xi,yi) for which the classifier disagrees. In this context, the conditions under which a constant classifier (with w=0) is the best-performing linear classifier, achieving the lowest misclassification rate on D compared to all other linear classifiers. This situation arises when dataset D possesses the property that a constant classifier minimizes the misclassification rate [16].
Performance Evaluation
In the field of classification problems, assessing model performance is essential for understanding its effectiveness and reliability. Various metrics provide insights into how well a model distinguishes between different classes. Among these, the Area Under the Curve (AUC) serves as a vital tool for assessing the model's discriminative ability across various threshold settings. Additionally, accuracy, precision, recall, and F1 score are fundamental metrics that help gauge the model's performance in terms of correctly identifying positive instances and minimizing false predictions. By utilizing these metrics, we can comprehensively evaluate our models, ensuring that the findings are robust, interpretable, and applicable in real-world scenarios. This evaluation is essential for refining models, improving predictive accuracy, and ultimately achieving more reliable outcomes in research studies [17], The metrics are:
1. Accuracy
Accuracy is a metric of the measure’s overall classification technique effectiveness. Accuracy is defined as the attribution of exactly classified instances to the whole number of instances within the dataset. It is calculated by implementing the following formula:
Accuracy = (True Positives (TP) + True Negatives (TN)) / Total Instances [12]           (2)
2. Precision
Precision evaluates the value of the positive predictions that are made by the technique. It is the attribution of TP predictions to all positive predictions made (for both TP and false positives (FP). It is calculated by implementing the following formula:
Precision = TP / (TP + (FP)) [12]               (3)
3. Recall
Recall or sensitivity also known as TP rate, measures the technique's capability to identify all pertinent instances and the attribution of TP predictions to all number of existent positive instances. It is calculated by implementing the following formula:
Recall = TP / (TP + False Negatives (FN)) [12]                  (4)
4. F1 Score
F1 Score is an efficiency mean of recall and precision; it provides an equivalence between these two metrics. It is particularly beneficial in scenarios where an uneven distribution of the classes is found. The F1 Score is calculated by implementing the following formula:
F1 Score = 2 (Precision * Recall) / (Precision + Recall) [12]                           (5)
This structured explanation gives a clear overview of each metric, its significance, and the corresponding mathematical formulations, without directly borrowing from the original text.
5. AUC
The AUC curve is a fundamental metric used to evaluate the performance of classification models across different threshold settings. The area under the ROC curve (AUC) quantifies the model’s ability to differentiate between classes [18]. 
A higher AUC value indicates a better capacity of the model to distinguish between the positive and negative classes. For instance, when the AUC is close to 1, it signifies that the model can accurately classify instances of disease versus no disease, suggesting strong predictive performance [11].
 Where: 
True positive refers to the instances correctly classified as belonging to the positive class. True Negative represents the instances correctly classified as belonging to the negative class.
False Positive occurs when the model incorrectly classifies a negative instance as positive.
False Negative happens when a positive instance is incorrectly classified as negative [13].
Results
Figure 4 (a, b) shows two different tables summarizing the datasets used in the study. The first table (Data Table) contains a large dataset with 100,000 instances and 9 features, with no missing values. It also includes a discrete class with 2 values and no meta-attributes. This indicates that the original dataset is extensive, providing a sufficient number of samples for accurate and reliable analysis. In contrast, the second table (Sample Data Table) has only 25 instances but the same features and class properties as the original dataset. This smaller dataset likely represents a sample extracted from the larger one, potentially used for preliminary testing or to observe model performance on a limited subset before applying the full dataset, as shown in Figure 5.
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Figure 4-a: Data table details			Figure 4-b: Sample of data table
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Figure 5: Details of Sample Data Table
Discussion 
The results of this study underscore the promising potential of ML techniques, specifically SGD, SVM, and RF for accurately predicting diabetes. The impressive performance of these models achieving an AUC, Classification Accuracy, F1-score, Precision, and Recall all at 1.0 illustrates their capability to distinguish diabetic from non-diabetic patients with high reliability, as evaluation results are shown in Figure 6. This outcome suggests that advanced algorithms like SGD, SVM, and RF can offer critical support in healthcare diagnostics by providing highly accurate predictive insights, which could be essential in early diabetes detection and management. 
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Figure 6: Evaluation Results
In contrast, the Constant classifier, though demonstrating a reasonable classification accuracy of 0.915, failed to discriminate between diabetic and non-diabetic patients effectively, as shown by its AUC of 0.500. Effective, as demonstrated by its AUC of 0.500. The limited performance of the Constant classifier reinforces its usefulness as a baseline method rather than a reliable predictor. The low F1 score, Precision, and Recall values ​​indicate an inability to capture complex patterns in the dataset successfully identified by other models, especially when it comes to distinguishing true positive cases. This highlights the importance of using advanced algorithms in predictive models for healthcare.
The results are consistent with other findings in healthcare ML applications, where models such as SGD, SVM, and RF often outperform simpler classifiers due to their ability to improve decision boundaries on complex datasets. However, it is important to acknowledge that the use of a highly curated and balanced dataset may have contributed to these models' outstanding metrics. Real-world healthcare data may introduce additional complexities, such as missing values and class imbalance, that could affect model performance. Future research could address these aspects by incorporating larger, more diverse datasets to evaluate the robustness and generalizability of these models in different populations.
In conclusion, our findings demonstrate that ML, particularly through algorithms like SGD, SVM, and RF can substantially enhance predictive accuracy in diabetes diagnostics compared with other techniques, as shown in Figure 7.
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Figure 7: Sample of compared prediction of the two models
By leveraging these techniques, healthcare systems can move closer to more reliable, data-driven decision-making processes, which are crucial for the early detection and timely intervention of chronic conditions like diabetes.
Conclusion
This study examined the effectiveness of ML techniques for diabetes prediction using a dataset obtained from Kaggle containing medical and demographic information of patients along with their diabetes status. The comparison among SGD, SVM, RF, and a Constant classifier provided insightful results.
The SGD, SVM, and RF models performed exceptionally well, achieving perfect scores across all evaluation metrics (AUC = 1.0, CA = 1.0, F1 = 1.0, Precision = 1.0, and Recall = 1.0), demonstrating their ability to accurately predict diabetes status. In contrast, the Constant classifier showing a respectable Classification Accuracy (CA = 0.915), had poor discriminatory power with an AUC of 0.500, and reflected its limited utility for nuanced predictions.
These results highlight the importance of employing advanced ML techniques for complex classification problems such as diabetes prediction. The high accuracy of the SGD, SVM, and RF models suggests that they can be effectively used in medical decision-making processes to support early diagnosis and treatment. Future work can build on this study by incorporating additional features or techniques for further refining prediction accuracy and model interpretability, potentially improving clinical outcomes for diabetic patients.
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