


This book explores the integration of Artificial Intelligence (AI) across areas 
such as IoT, big data, healthcare, business, economics and security, and 
improving the quality of life (QoL) in smart cities today.

By looking in depth at the different application areas of AI, the reader 
learns about the broad and impactful ways AI is transforming our world, its 
profound influence in enhancing service efficiency, personalisation, acces-
sibility and fostering both scientific and social advancement. The editors 
consider the importance of bridging theory and practice by offering a practi-
cal understanding of how key AI technologies can be applied in real- world 
scenarios for QoL. By covering both foundational concepts and advanced 
applications with case studies and practical examples, this approach ensures 
the reader obtains a comprehensive understanding of the technologies and 
their impact. An innovation mindset is emphasised with discussion about 
the challenges, opportunities, future trends and potential research directions 
to prepare readers for ongoing technological advancements. The book takes 
an interdisciplinary approach by integrating knowledge from computer sci-
ence, engineering and social sciences, to offer a holistic view of technology’s 
role in society.

This book serves as a valuable resource for both undergraduate and post-
graduate students in the study of AI applications in society. The book may 
be used by researchers and communities to identify the different challenges 
associated with key technologies for building new applications for improv-
ing the quality of life in smart cities.

The Smart Life Revolution



https://taylorandfrancis.com


The Smart Life 
Revolution

Embracing AI and IoT in Society

Edited by 
Connie Tee 

Thian Song Ong 
Md Shohel Sayeed



Designed cover image: Web Large Image (Public)

First edition published 2025
by CRC Press
2385 NW Executive Center Drive, Suite 320, Boca Raton FL 33431

and by CRC Press
4 Park Square, Milton Park, Abingdon, Oxon, OX14 4RN

CRC Press is an imprint of Taylor & Francis Group, LLC

© 2025 selection and editorial matter, Connie Tee, Thian Song Ong, and Md Shohel Sayeed; 
individual chapters, the contributors

Reasonable efforts have been made to publish reliable data and information, but the author 
and publisher cannot assume responsibility for the validity of all materials or the consequences 
of their use. The authors and publishers have attempted to trace the copyright holders of all 
material reproduced in this publication and apologize to copyright holders if permission to 
publish in this form has not been obtained. If any copyright material has not been acknowledged 
please write and let us know so we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, 
reproduced, transmitted, or utilized in any form by any electronic, mechanical, or other means, 
now known or hereafter invented, including photocopying, microfilming, and recording, or in 
any information storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, access  www. 
copyright. com or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, 
Danvers, MA 01923, 978-750-8400. For works that are not available on CCC please contact 
mpkbookspermissions@tandf.co.uk

Trademark notice: Product or corporate names may be trademarks or registered trademarks and 
are used only for identification and explanation without intent to infringe.

ISBN: 978-1-032-83405-4 (hbk)
ISBN: 978-1-032-83408-5 (pbk)
ISBN: 978-1-003-50919-6 (ebk)

DOI: 10.1201/9781003509196

Typeset in Palatino
by SPi Technologies India Pvt Ltd (Straive)

https://www.copyright.com
https://www.copyright.com
http://dx.doi.org/10.1201/9781003509196


v

Contents

About the Editors ................................................................................................. vii
Contributors ......................................................................................................... viii

 1 Resilience Thinking Artificial Intelligence Integration  
Framework ........................................................................................................1
Umar Ali Bukar and Radhwan Sneesl

 2 Alertness Analytics: AI-Enhanced Detection of Driver Fatigue  
and Intoxication .............................................................................................21
Sumendra Yogarayan, Siti Fatimah Abdul Razak, Jashila Nair Mogan, 
Afizan Azman and Avenaish Sivaprakasam

 3 Traffic Analysis and Smart Traffic Management Using YOLO ...............45
Chia-Hong Yap, Kah-Ong Michael Goh, Check-Yee Law  
and Yong-Wee Sek

 4 Revolutionising Agriculture with AI ..........................................................64
Siti Fatimah Abdul Razak, Sumendra Yogarayan, Lim Ke Yin,  
Sharifah Noor Masidayu Sayed Ismail and Arif Ullah

 5 AI in Disaster Monitoring and Early Warning Systems ...........................83
Yee Jian Chew, Shih Yin Ooi and Ying Han Pang

 6 Economic Inequality Analysis and Machine Learning ...........................101
En Lee and Yvonne Lee

 7 AI for Healthcare: Revolutionising Public Wellness in  
Smart Cities ...................................................................................................135
Yee-Fan Tan and Pei-Sze Tan

 8 Biometrics and Authentication ..................................................................153
Min-Er Teo, Lee-Ying Chong and Siew-Chin Chong

 9 Artificial Intelligence in Digital Marketing Analytics ............................169
Lee-Yeng Ong and Meng-Chew Leow

 10 Churn Prediction Using Machine Learning in  
Telecommunication Industry .....................................................................192
Lim Jing Yee



vi Contents

 11 Artificial Intelligence in Bioinformatics and -omics ...............................219
Joon Liang Tan and Li Wen Yow

 12 Charting the Future of AI in the Next Decade: Emerging  
Trends and Conclusions ..............................................................................245
Umar Ali Bukar, Hamza Ibrahim and Bello Sani Yahaya

Index .....................................................................................................................264



vii

About the Editors

Connie Tee serves as a professor at the Faculty of Information Science and 
Technology at Multimedia University. Her research interests cover the areas 
of computer vision, image processing and machine learning. She has pub-
lished more than 100 scientific international publications in these areas.

Thian Song Ong works at the Faculty of Information Sciences and Technology 
(FIST), Multimedia University. His research interests include machine learn-
ing and biometric security. He has published more than 80 articles in inter-
nationally refereed journals and conferences and is a senior member of IEEE.

Md Shohel Sayeed has been a member of Multimedia University since 2001, 
and now he serves as a professor under the Faculty of Information Science 
and Technology. His core research interest is in the area of Biometrics, big 
data and artificial intelligence. He is a senior member of IEEE.



viii

Contributors

Afizan Azman is an associate professor in the School of Computer Science, 
Taylors University. His research interests include data mining, cognitive sci-
ence and machine learning. He has published 35 journals, 10 conference pro-
ceedings and 4 book chapters.

Umar Ali Bukar holds a BSc degree in business IT, MSc. In computer net-
work management, and a PhD in Information Systems. He is a postdoctoral 
research fellow at Multimedia University, Malaysia. His research spans crisis 
informatics, generative AI, data analytics, machine learning and systematic 
literature reviews.

Lee- Ying Chong, a senior lecturer at the Faculty of Information Science and 
Technology, Multimedia University, Malaysia, specialises in machine learn-
ing, pattern recognition and biometric authentication. Her research focuses 
on developing innovative, data- driven solutions to address challenges in 
security and artificial intelligence applications.

Siew- Chin Chong, assistant professor and deputy dean in the Faculty of 
Information Science & Technology, Multimedia University (Malaysia), spe-
cialises in machine learning and biometric security. With extensive pub-
lications, she has also served as editorial board member for journals and 
technical chair for international conferences.

Kah- Ong Michael Goh, associate professor at Multimedia University 
(Malaysia), specialises in pattern recognition, image processing, video ana-
lytics and computer vision, particularly multimodal biometrics. He has pub-
lished in top journals like Scientific Reports, Pattern Recognition Letters and 
Image and Vision Computing.

Ying Han Pang is an associate professor in the Faculty of Information Science 
and Technology, at Multimedia University, Malaysia. Her research interests 
include human activity recognition, machine learning, deep learning and 
data analytics.

Hamza Ibrahim is a BTech graduate in Computer Science Education from 
Abubakar Tafawa Balewa University, works with Bread of Hope, support-
ing out- of- school children. His research focuses on blockchain, cybersecurity, 
AI, machine learning and 6G, exploring innovative solutions to address real- 
world challenges.



Contributors ix

Sharifah Noor Masidayu Sayed Ismail is currently a PhD candidate and a 
lecturer at the Faculty of Information Science and Technology (FIST), MMU. 
Her research explores the use of artificial intelligence to detect cardiovascu-
lar diseases via physiological signals. Her research interests include affective 
computing, AI, signal processing and geriatric diseases.

Yee Jian Chew is a lecturer at the Faculty of Information Science and 
Technology, Multimedia University, Malaysia. His research interests include 
forest fire and cybersecurity. Notable work: A Review of Forest Fire Combating 
Efforts, Challenges and Future Directions in Peninsular Malaysia, Sabah, and 
Sarawak.

Check- Yee Law is a senior lecturer at the Faculty of Information Science and 
Technology, Multimedia University, Melaka Campus, Malaysia. She has pub-
lished in educational technology, computing education, user- centred design 
and data visualisation. She conducts research and development activities in 
the domain of information systems, human–computer interaction and data 
analytics.

En Lee is a PhD candidate in the Faculty of Information Science & Technology 
(FIST) at Multimedia University, specialising in machine learning and socio-
economic fields. His focus is on integrating machine learning and economic 
models to analyse poverty and inequality issues.

Yvonne Lee is an assistant professor at Multimedia University, Malaysia. Her 
research interests are the digital economy, social capital and development 
economics with a focus on gender and income inequality.

Meng- Chew Leow received his PhD from Multimedia University. His 
research interest is in game- based learning, specifically in role- playing game- 
based learning. He is also interested in system science, practical spirituality 
and philosophy. Her notable publications include works on usability study 
and e- learning.

Lim Jing Yee is a PhD candidate in Artificial Intelligence at Multimedia 
University Malaysia. Her research primarily focuses on data science, deep 
learning and machine learning, with a particular emphasis on predic-
tive modelling, time- series analysis and decision- making in data- driven 
environments.

Jashila Nair Mogan is a senior lecturer in the Faculty of Information Science 
and Technology, Multimedia University. Her research interests include arti-
ficial intelligence, computer vision, deep learning and gait recognition. She 
has published six journals and three conference proceedings.



x Contributors

Lee- Yeng Ong received a PhD degree in computer vision and is currently 
working as an assistant professor at Multimedia University, Malaysia. Her 
research interests include object tracking, data science and big data analyt-
ics. Her notable publications include works on skeleton- based human pose 
estimation and Kalman filtering.

Shih Yin Ooi is an associate professor at the Faculty of Information Science 
and Technology, Multimedia University, Malaysia. Her research interests 
include machine learning, cybersecurity and environmental security. She led 
the FRGS- funded project “Spatio- Temporal Forest Fire Predictive Modelling 
with Random Forest and Deep Learning Variants”.

Siti Fatimah Abdul Razak is an assistant professor in the Faculty of 
Information Science and Technology, Multimedia University. Her research 
interests include vehicle safety applications, machine learning, Internet of 
Things, information systems development, and educational technology. She 
has published 43 journals and 45 conference proceedings and 2 book chap-
ters. She is also a registered professional technologist with the Malaysian 
Board of Technologist and a member of the International Association of 
Engineers.

Yong- Wee Sek is a distinguished researcher at Universiti Teknikal Malaysia 
Melaka. His expertise spans across technology adoption, information sys-
tems, e- learning and smart farming. He is also a reviewer for IEEE Access, 
F1000, and Brain Informatics. He has published in renowned journals includ-
ing IEEE Access, IET Computer Vision and AI Open.

Avenaish Sivaprakasam is currently a network engineer at Ace Team 
Networks Sdn Bhd, Malaysia. He graduated from Multimedia University 
with a bachelor’s degree majoring in Data Communication and Networking. 
His research interests include IoT, machine learning and embedded devices.

Radhwan Sneesl holds a BSc degree in computer science from the 
University of Basrah and an MSc degree in AI and distributed computing 
from the West University of Timisoara. He is pursuing a PhD at Universiti 
Putra Malaysia, focusing on IoT, smart campuses, data analytics and tech-
nology adoption.

Joon Liang Tan is an assistant professor at the Multimedia University, 
Malaysia. He has published 27 journals, of which 23 are Q1/Q2 WoS journals. 
He is actively pursuing NGS- based (genomics, transcriptomics, exomics, 
metagenomics) Bioinformatics research, focusing on machine learning/AI, 
phylogenomics and evolution.



Contributors xi

Pei- Sze Tan is a PhD candidate at Monash University Malaysia, focusing on 
human face analysis, affective computing and causal inference. Her research 
emphasises fairness and causality in micro- expression analysis, resulting in 
two publications in prestigious venues, ICASSP and APSIPA.

Yee- Fan Tan is a PhD candidate at Monash University Malaysia, specialis-
ing in computational neuroscience. His research focuses on deep generative 
models for human brain functional and structural connectomes. He has pub-
lished multiple papers in leading conferences, including ICIP, ICASSP and 
ISBI.

Min- Er Teo, currently pursuing a PhD degree at the Faculty of Information 
Science & Technology (FIST), Multimedia University, Melaka, Malaysia. Her 
current research interests include 2.5D face recognition, 2.5D geometric fea-
ture processing, pattern recognition and deep learning.

Arif Ullah is currently doing a postdoc with the Centre for Intelligent 
Cloud Computing, Multimedia University. He is a dedicated academic and 
researcher with a robust background in Computer Science. He earned his 
PhD from Universiti Tun Hussein Onn Malaysia (UTHM) where he devel-
oped a hybrid algorithm for energy- efficient virtual machine load balanc-
ing in cloud computing. His research interests include machine learning, 
deep learning, IoT, cloud computing, evolutionary algorithms and database 
systems.

Bello Sani Yahaya holds a PhD in Business Administration and expertise 
in IT and marketing. Bello has a multidisciplinary background spanning 
banking, education and economic forecasting using neural networks. His 
technical certifications in networking and data analysis further enhance his 
analytical expertise.

Chia- Hong Yap, a Computer Science (AI) graduate from Multimedia 
University, has experience in website development and object detection proj-
ects. Skilled in AI applications, he combines technical expertise with a strong 
academic foundation, demonstrating a history of excellence in his studies.

Lim Ke Yin is currently pursuing her PhD in Information Technology at 
the Faculty of Information Science and Technology, Multimedia University 
(MMU), Malaysia. Her research interests include machine learning, deep 
learning, Internet of Things and embedded devices.

Sumendra Yogarayan is a senior lecturer in the Faculty of Information Science 
and Technology, Multimedia University. He graduated from Multimedia 
University (MMU) with a PhD in Information Technology in 2023. His 



xii Contributors

research and teaching interests include intelligent transportation systems, 
wireless communication, ad hoc networks, machine learning, Internet of 
Things, embedded device and sensors. He has published 47 journals, 18 con-
ference proceedings and 6 book chapters.

Li Wen Yow is currently a postgraduate student at the Multimedia University, 
Malaysia. With her background in bioinformatics, she focuses her research 
on the application and development of machine learning techniques for 
genomic analyses.



1DOI: 10.1201/9781003509196-1

1
Resilience Thinking Artificial 
Intelligence Integration Framework

Umar Ali Bukar and Radhwan Sneesl

Introduction

Society is rapidly moving towards an era of coexistence between humans 
and artificial intelligence (AI). This technological advancement is revolu-
tionising various industries, including healthcare, education, finance and 
transportation, by enhancing the accuracy and efficiency of numerous tasks. 
However, alongside these benefits, AI also raises significant ethical concerns, 
creating a complex ethical landscape across different sectors (Tippins et al., 
2021; Gaur & Sahoo, 2022; Li et al., 2022; Guleria et al., 2023; Dwivedi et al., 
2023; Salloum, 2024; Bukar et al., 2024b, 2024c, 2024d, 2024a). When used effi-
ciently and effectively, AI solutions have the potential to optimise quality of 
life, foster innovation and reduce environmental pressures. The continuous 
integration of AI into our daily lives has led to the development of solutions 
designed to improve user convenience and satisfaction. Tools like ChatGPT 
and Bard are examples of AI technologies that demonstrate the capability to 
interact and respond like humans. Today, AI is recognised as a key driver 
of the future, significantly influencing the development of smart cities and 
intelligent living environments.

The term “artificial intelligence” is a buzzword that describes a complex 
intelligent system that behaves or answers like a human, or that is associated 
with both a property or quality to perform this certain capability (Samoili 
et al., 2020; Gabriel, 2020; Legg & Hutter, 2007). An intelligent system refers 
to an advanced computer system that can gather, analyse and respond to 
data from its environment, and can learn from experience and adapt accord-
ingly. As a result of its capability, AI has become a strategic area of impor-
tance and is identified as a potential key driver of economic development, as 
highlighted in the European strategy on AI (Samoili et al., 2020). Similarly, 
AI has become a priority for national governments across various countries, 
resulting in the formulation of dedicated AI strategies. However, discussing 
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2 The Smart Life Revolution

AI necessitates considering various aspects, this chapter aims to provide an 
overview of the global AI landscape, focusing particularly on the concept 
of resilience in the face of rapid AI advancements and how resilience can be 
used to counter the development of AI effectively.

Accordingly, the chapter introduces the concept of resilience as a criti-
cal framework for navigating the AI landscape and ensuring a sustainable 
future. Resilience, in this context, refers to the ability of systems and societies 
to absorb, adapt to and transform in response to the changes introduced by 
AI technologies. This concept was motivated by existing work (Bukar et al., 
2024b) through the concept of Risk, Reward, Resilience (RRR) framework 
(Robert, 2023). The RRR framework suggests that merely considering risk or 
reward in isolation when creating or introducing policy is insufficient; poli-
cymakers must internalise both elements and understand how they interact 
with and impact resilience over time. This understanding is crucial for deter-
mining the likelihood of survival and success in a sustainable society due to 
AI advancements. While risk, reward and resilience are interconnected, this 
chapter discusses resilience thinking as the central focus when considering 
the societal impacts of AI.

Background

The progression of AI brings with it a myriad of ethical concerns that extend 
beyond what many could have imagined, prompting numerous stakehold-
ers to call for a reassessment of AI initiatives (Tippins et al., 2021; Gaur & 
Sahoo, 2022; Li et al., 2022; Guleria et al., 2023; Dwivedi et al., 2023; Salloum, 
2024; Bukar et al., 2024b, 2024c, 2024d, 2024a). Historically, technological 
advancements have often sparked significant concerns. For instance, the 
introduction of cars led to the development of seatbelts to curtail accidents 
(Robertson, 1996; Cohen & Einav, 2003), electricity brought about rigorous 
regulations to ensure safety (Huber, 1986; Alonzo, 2009), and the advent of 
printers and social media raised issues regarding misinformation (Bertot et 
al., 2012; Posetti & Matthews, 2018), leading to the creation of new norms, 
laws and institutions to mitigate these risks. Drawing from past experiences 
with technology, it becomes clear that to address the challenges posed by AI 
tools, there is a need to establish norms, regulations, practices and institu-
tions designed to ensure society can withstand potential threats from AI, a 
concept referred to “resilience” in this chapter. Hence, “resilience” is not just 
about surviving disruptions but also about thriving amidst them. It is about 
building systems and societies that can adapt to new challenges and leverage 
them as opportunities for growth and innovation. In the context of AI, resil-
ience involves the capacity to absorb the ethical and operational challenges 
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posed by AI, adapt to these changes, and transform societal structures to 
better integrate AI in a way that aligns with human values and goals. As 
AI tools continue to evolve and impact various practices, resilience thinking 
becomes essential. As a result, the proceeding discusses the AI architecture, 
applications and integration, as well as the Resilience Thinking Artificial 
Intelligence Integration Framework.

AI Architecture

The framework of AI Architecture is shown in Figure 1.1, devised from the 
work of Dong et al. (2020) where AI acts as a critical component within vari-
ous domains of modern society, such as safety, healthcare, education, legisla-
tion, environment, and politics or government (see AI application areas in 
Figure 1.2 and AI Integration in Figure 1.3). These interdisciplinary factors 
can either constrain or promote the development of AI systems, reflecting 
the interconnected nature of AI in societal progress. The core structure of 
AI Architecture is composed of three layers surrounding the stakeholders: 
infrastructure layer, technology layer and service layer. The outermost layer 

FIGURE 1.1
The AI Architecture, emphasising its foundational layers, stakeholder interactions, and how AI 
services are structured to meet diverse needs within society.
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FIGURE 1.3
Schematic representation of the agents and their roles towards the development of AI: The diagram represents the roles and interactions between 
technology, individuals, government and the environment, and it places more emphasis on the feedback loops and systemic impacts, which align 
with AI's transformative role in society.
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provides the underlying infrastructure essential for AI systems, while the 
innermost layer includes elements that directly interact with stakeholders. 
The framework places stakeholders at the centre, signifying that while not 
all AI system activities directly connect with them, they should be designed 
with the stakeholders' interests as the focal point. The specific needs of the 
stakeholders and the three layers of AI Architecture are further elaborated in 
the following paragraphs.

AI Stakeholders

The planning, development, maintenance and deployment of AI systems 
involve multiple stakeholders, including users, developers, policymakers, 
businesses and society at large. Feedback from these stakeholders is vital for 
the evolution of AI development. Given the diverse roles and contributions of 
each stakeholder group, it is crucial to fully understand their perspectives to 
maximise the value and potential of AI. The needs and contributions of each 
type of stakeholder within AI systems can vary, and an inclusive approach 
ensures that AI solutions are both robust and aligned with societal needs.

Infrastructure Layer

A strong and adaptable infrastructure is essential for AI development, as it 
forms the foundation for the other layers. This infrastructure must include 
both technological components (such as computing power, data storage 
and communication networks) and human resources (engineers, data sci-
entists and system architects) who design, build and maintain AI systems. 
The required infrastructure might involve cloud- based solutions, distributed 
networks, high- performance computing clusters and data centres, ensuring 
that AI systems can operate efficiently and at scale. New AI infrastructures 
could be built from scratch for emerging applications, allowing developers 
to integrate cutting- edge AI technologies from the beginning. Alternatively, 
existing infrastructures can be retrofitted to support AI functionalities, lever-
aging the current systems while introducing upgrades that balance cost, per-
formance and scalability. This phased approach is crucial for organisations 
transitioning from traditional systems to AI- enabled architectures, ensur-
ing that resources are allocated effectively to achieve the desired level of AI 
capability.

Technology Layer

The technology layer is the intermediary between the infrastructure and the 
direct applications of AI- facilitated services. Although it may not engage 
stakeholders directly, it plays a critical role in enabling AI systems to func-
tion smoothly. This layer includes algorithms, models, and data processing 
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technologies that form the backbone of AI systems. By leveraging this layer, 
AI applications can transform traditional processes and overcome obstacles 
such as limitations in speed, accuracy and scale. Accordingly, the implemen-
tation of AI technologies will vary based on specific applications and con-
texts, as different environments and industries have unique requirements. 
For instance, AI systems deployed in healthcare may focus on predictive 
diagnostics and personalised medicine, while those in transportation may 
emphasise real- time navigation and autonomous systems. The effective 
deployment of AI technology depends on optimising resources, ensuring 
privacy and enhancing security while addressing budgetary and operational 
constraints.

Service Layer

The service layer comprises the AI applications that directly interact with 
stakeholders. In this context, AI systems should be designed to meet diverse 
stakeholder needs while achieving their primary objective such as delivering 
improved and more efficient services. The stakeholder- centred approach in 
AI systems means that services must be tailored to the specific use cases and 
preferences of individuals, businesses and organisations. Understanding 
stakeholder requirements involves gathering data through surveys, user 
feedback and real- world case studies, which inform the ongoing refinement 
and development of AI services. Moreover, the primary aim of AI services 
is to enhance the performance and outcomes across sectors. Whether it is 
improving customer experiences in e- commerce, streamlining processes in 
manufacturing, or optimising decision- making in government, AI services 
should be evaluated based on their ability to contribute directly or indirectly 
to achieving the desired outcomes. This requires careful assessment of the 
risks, benefits and potential impacts of each AI service and addressing differ-
ent aspects of stakeholder needs.

AI Applications

The primary objective of any AI system is to enhance human life by deliver-
ing more efficient, personalised and intelligent services. AI is no longer just 
a buzzword; it has become an integral part of our daily lives, influencing 
diverse sectors such as transportation, healthcare, banking, retail, entertain-
ment and e- commerce. As highlighted by Min- Allah and Alrashed (2020), 
various services and applications are now revolutionising intelligent and 
smart solutions, offering unprecedented advancements in service delivery. 
Significant projects, like enabling secure electronic transactions through 
cashless payments and e- wallet systems using smart cards and devices, have 
become defining features of modern living, powered by AI technologies. 
These innovations streamline daily interactions and facilitate convenience on 
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a broad scale. With the rapid pace of technological progress, even intelligent 
solutions quickly become outdated. Many institutions are now incorporating 
AI- based services, such as facial recognition systems, into their operations. 
An example is live audio translation services, which enhance accessibility 
in conferences, theatres and public spaces. Accordingly, data derived from 
social interactions and networking platforms can be analysed for insights, 
driving intelligent decision- making. The ultimate goal of any society is to 
enhance the quality of life and well- being, making AI solutions essential for 
optimising daily activities and improving public services.

Real- time data fed to AI- powered dashboards enables organisations to 
make informed, data- driven decisions. AI technologies can also be inte-
grated with existing physical infrastructure to deliver enhanced services. For 
example, AI- enabled surveillance cameras in buildings can predict structural 
durability, helping determine when maintenance is required. Also, smart 
occupancy tracking helps monitor building usage and improves safety dur-
ing emergencies by providing real- time data on the number of people in a 
specific location. This can be crucial in disaster situations like fires, tsuna-
mis or earthquakes, allowing for efficient recovery planning, particularly if 
vulnerable individuals or valuable resources are present. Similarly, AI atten-
dance systems in schools can use smart classroom cameras to automatically 
mark students' presence, improving efficiency by saving time and streamlin-
ing resources for better use. For real- time decision- making, AI- driven sys-
tems can be employed across various sectors. For instance, in public spaces, 
AI- based navigation tools can assist individuals in finding routes or services, 
while personalised notifications can be sent to citizens about changes in local 
events or infrastructure updates. Likewise, public safety can be enhanced 
through AI- powered surveillance systems, such as smart cameras capable of 
real- time threat detection and analysis. To ensure these applications maintain 
user trust, the implementation of privacy- preserving AI technologies is cru-
cial. Blockchain- based approaches are gaining traction for safeguarding data 
integrity and privacy, particularly in smart cities and other AI- integrated 
communities. These methods provide transparent and secure ways to handle 
sensitive information without compromising individual rights.

All the core application areas of AI are essential components of a well- 
functioning AI- powered ecosystem. Insights gained through AI applications 
can aid governments and organisations in strategic planning. For instance, 
AI in transportation systems can issue alerts to commuters about service 
schedules and provide statistical analysis of traffic flow, usage patterns and 
peak times. Similarly, updates regarding changes in public services or events 
can be delivered in real time through AI- powered platforms. In addition, 
smart mobility is one of the leading features of AI- driven societies, generat-
ing vast amounts of data from ride- sharing services, public transport and 
traffic management systems. This data can be harnessed for resource opti-
misation, smoother traffic flow and more effective public service delivery.  
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AI can also support services such as utility payments, food deliveries and 
medical services, streamlining everyday tasks. Moreover, AI- driven analyt-
ics can foster better social interactions in both physical and digital spaces. By 
using facial recognition technologies, public behaviour data can be collected 
and analysed to offer insights that improve community services, safety mea-
sures and engagement strategies. Figure 1.2 illustrates how AI supports 
various areas within a broader societal context, enabling a more connected, 
secure and efficient community.

Integration of AI

The integration of AI into society is revolutionising the way individuals, 
businesses and governments operate, creating a more connected and data- 
driven world. AI technologies are being embedded across diverse sectors, 
transforming processes, enhancing efficiency and offering innovative solu-
tions to complex societal challenges. This profound shift makes AI more 
deeply intertwined with everyday life, impacting decision- making, gover-
nance and human interactions, which brings both opportunities for growth 
and the need for careful consideration of its ethical and societal implications. 
Vinuesa et al. (2020) schematically illustrate the complex interplay between 
AI and society, as depicted in Figure 1.3, which represents the key agents 
and their roles in shaping the development of AI, highlighting the dynamic 
relationships between individuals, technology, government and the environ-
ment. The use of thicker arrows in the diagram denotes areas of faster change 
or more significant influence, emphasising the rate of transformation within 
certain interactions.

Accordingly, technology, including AI systems and their developers, serves 
as a primary driver of change, influencing how individuals work, commu-
nicate and interact with both each other and their environment. This influ-
ence extends to the government, where new technological advancements 
prompt the need for updated regulations, piloting and testing frameworks 
to ensure safe and ethical deployment. Additionally, technology developers 
actively engage with governments through lobbying efforts and policy influ-
ence, influencing changes in regulatory initiatives. The interaction between 
individuals and technology is bidirectional. On one hand, technical devel-
opments shape people's daily lives by introducing new tools and systems 
that alter their behaviour and decision- making processes. On the other hand, 
individuals create new demands and challenges that push the boundaries 
of technological innovation, requiring developers to design solutions that 
address these evolving needs.

Moreover, the government plays a crucial role by enacting legislation and 
standards to regulate the responsible use of technology. This ensures that 
AI and other technologies are developed and deployed in ways that benefit 
society while minimising potential risks. As societal needs shift, individuals 
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increasingly call upon governments to introduce new laws and policies that 
reflect the evolving technological landscape and address emerging ethical 
concerns related to AI. Similarly, the environment is an integral component 
of the AI- society interaction. It provides the natural resources necessary for 
the development and operation of technology, from raw materials for manu-
facturing AI systems to the energy required for data processing and storage. 
At the same time, technology has a direct impact on the environment, both 
positively (e.g., through the development of AI solutions that mitigate cli-
mate change) and negatively (e.g., through the environmental costs of manu-
facturing and energy consumption).

Moreover, individuals and governments affect the environment through 
their decisions, actions, and policies. Governments may implement environ-
mental regulations aimed at minimising the ecological impact of AI tech-
nologies, while individuals' consumption patterns and technological choices 
shape demand for resources and influence environmental sustainability. In 
particular, the environment, acting as the underlying foundation for all inter-
actions, also represents the planetary boundaries, which are the ecological 
limits within which humanity and technology must operate to maintain a 
balanced and sustainable ecosystem. The feedback loops between technol-
ogy, individuals, government and the environment illustrate the complex 
interdependencies, where advancements in one domain trigger changes in 
others. This interaction underscores the need for a holistic approach to AI 
development, such as RTAIF, which is the central focus of this chapter, where 
technological progress is aligned with social, ethical and environmental con-
siderations to ensure a sustainable future.

Resilience Thinking AI Framework

This section discusses the theoretical framework of the resilience ability 
of the individual and society as a result of AI integration. The resilience 
framework can be visualised as a concentric model, where each layer repre-
sents a different level of people or organisation resilience to AI integration. 
These layers are interconnected but can create resilience independently or 
in combination (Roberts, 2023). Accordingly, at the innermost circle is the 
absorption. This layer represents the core ability of people and organisations 
to withstand the challenges posed by AI without significant changes. The 
absorption layer emphasises stability and immediate response mechanisms 
that help maintain the status quo. Secondly, adaptation is positioned at the 
middle circle layer, surrounding the absorption layer. This signifies the abil-
ity of people and organisations to adjust and modify their operations and 
structures in response to AI integration. Adaptation represents flexibility and 
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learning, highlighting how people can change incrementally to better suit 
new conditions. Thirdly, at the outer circle lies the transformation, which 
represents the capability of people or organisations to undergo fundamental 
changes, rethinking and reshaping their core structures and processes. This 
layer emphasises innovation and long- term strategic changes that can lead 
to a more resilient future.

Moreover, the white double- edge arrows show the progression from one 
stage to another, as well as indicate feedback loops, demonstrating that peo-
ple and organisations can move back and forth between stages as they evolve 
and face new challenges. Finally, the uttermost layer consists of the external 
environment, which represents external factors that influence resilience. This 
could include economic conditions, regulatory frameworks, technological 
advancements and societal megatrends. Accordingly, Figure 1.4 illustrates 
the Resilience Thinking AI Integration Framework, known as RTAIF, with its 
three core components: Absorption, Adaptation and Transformation. Each 
concentric circle represents a different level of resilience, highlighting how 
people and stakeholders can respond and evolve in the face of AI existence. 
Nevertheless, people's resilience as a result of AI integration and usage is 
built on dynamic capacities that enable people and society to navigate and 
thrive amidst change. These capacities, as illustrated in Figure 1.4, are essen-
tial for maintaining functionality and ensuring continuity in the face of con-
tinuous integration of AI, which are seen as threats to society with myriads 

FIGURE 1.4
Resilience Thinking AI Integration Framework (RTAIF), illustrating the three core components; 
absorption, adaptation and transformation and how external factors influence them.
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of ethical concerns. Each of these drivers plays a crucial role in shaping the 
resilience of the people and society, allowing individuals to withstand, adjust 
to and evolve from the challenges posed by AI integration in various sectors.

Absorption

Absorption is the first line of resistance that individuals and society exhibit 
within the resilience framework concerning AI. It represents the ability to 
withstand the challenges posed by AI without experiencing significant nega-
tive consequences. This capacity involves maintaining core functions and 
structures despite AI integration in various sectors, effectively protecting 
against immediate impacts. Individuals or organisations with strong absorp-
tion capabilities can manage AI- related ethical concerns without substantial 
changes to their operations or structure. This may involve utilising existing 
resources (such as experts and detection tools), capacities, and strategies 
(like policies) to mitigate the potential effects of AI. Accordingly, absorption 
serves as the foundational layer in the resilience framework, reflecting the 
capacity of individuals, organisations and societies to handle the immediate 
impacts of AI while preserving stability. This concept emphasises the ability 
to sustain core functions and structures in the face of disruptions and ethical 
concerns brought about by AI integration.

Accordingly, absorption is a key component of the technology integration 
model, as illustrated in Figure 1.5. Similar to other technologies, the integra-
tion of AI involves three stages: adoption – the initial use of the technology 
in specific contexts; diffusion – the spread of technology across different set-
tings and users; and absorption – the widespread adoption of technology 

FIGURE 1.5
The three Elements of the Technology Integration Model.
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across diverse contexts (Davis, 1989; Rogers, 2014; Venkatesh & Davis, 2000; 
Ali et al., 2023). The absorption of AI technology is influenced by various fac-
tors such as system, organisational, and regional infrastructure, connectivity 
status, and social and cultural similarities between regions (Ali et al., 2023). 
The idea of absorption within the resilience framework thus encompasses 
a broad range of examples and perspectives, highlighting the importance 
of enduring and managing the initial impacts of AI without major adverse 
effects. A few examples of absorption across various sectors are discussed as 
follows:

 • Absorption was observed by some universities or academic journals 
that have introduced strategies to identify AI- generated submissions, 
and they have also updated their academic integrity codes to explic-
itly address AI misuse, demonstrating their absorption capacity.

 • A hospital that introduces an AI- based diagnostic tool might initially 
encounter resistance from staff concerned about job security or the 
accuracy of AI predictions. However, through proper training, trans-
parent communication and gradual implementation, the hospital 
can absorb these concerns, allowing staff to see AI as a complemen-
tary tool rather than a threat.

 • A bank using AI to detect fraudulent transactions might face chal-
lenges such as false positives or privacy concerns. However, by 
continuously refining the bank’s AI algorithms and maintaining 
transparency with customers about data use and protection, the 
bank can absorb these issues without significant disruptions to its 
business operations or customer trust.

 • A manufacturing factory introducing AI- powered robots for assem-
bly line work might face initial pushback from workers fearing job 
losses. However, using a phased approach to integration, offering 
retraining programmes and involving employees in the transition 
process, the company can absorb these concerns and maintain a sta-
ble workforce.

 • The recent EU AI Act that aims to harmonise rules on AI by follow-
ing a “risk- based” approach is the first global AI Act, which set a 
global standard for AI regulation. This helps prevent misuse while 
still allowing the beneficial aspects of AI, such as enhanced public 
safety, to be realised.

Adaptation

Adaptation goes a step further than absorption by allowing individuals or 
organisations to respond proactively to the ethical issues and concerns asso-
ciated with AI integration. Unlike absorption, which aims to maintain the 
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status quo, adaptation involves making changes that enable individuals and 
organisations to continue functioning, albeit in a modified form. This capac-
ity is essential, especially given the enduring presence of AI and the ongo-
ing coexistence between AI and humanity, which necessitates continuous 
adjustments. Moreover, adaptation is marked by flexibility and the ability to 
modify existing practices, strategies and structures to suit new conditions. It 
requires learning from past experiences, recognising emerging patterns and 
implementing changes that enhance the individual and organisation’s ability 
to cope with ongoing or future challenges. Adaptive communities are char-
acterised by their ability to pivot and reconfigure resources and processes 
to align with changing circumstances. A key strategy in adaptation is con-
ducting research and generating knowledge to understand the behaviours 
of AI users and their integration, thereby fostering the development of more 
responsible AI. As a crucial aspect of the resilience framework, adaptation 
extends beyond simply absorbing the impacts of AI integration. It involves 
actively adjusting to new circumstances by altering behaviours, strategies 
and structures to better align with the evolving technological landscape. 
This proactive approach enables individuals, organisations and societies not 
only to cope with AI- related challenges but also to harness AI’s benefits more 
effectively.

The typical adaptation policy cycle (Leitner et al., 2020) is presented in 
Figure 1.6. The end goal is to enhance people and organisation adaptive 
capacity, strengthen resilience and reduce individual vulnerabilities due to AI 
integration. Given the impact of AI integration, the question is not whether 

FIGURE 1.6
Adaptation Policy Cycle for AI Integration.
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adaptation is necessary, but what are the adaptation options to increase pub-
lic resilience. The discussion of adaptation within the resilience framework 
can reveal how various sectors apply these principles in practice and gain 
insight into how they adjust to the ever- changing technological environment 
enabled by AI. A few examples are covered in the following:

 • Universities that have faced challenges with Gen- AI tools (ChatGPT, 
Gemini, etc.) generated content (such as essays written by AI tools) 
might adapt by shifting from traditional written assignments to 
more interactive, discussion- based assessments. They might also 
incorporate AI literacy into their curricula, teaching students not 
only how to use AI tools effectively but also how to critically assess 
AI- generated information for biases and inaccuracies.

 • A hospital might adapt to the introduction of AI diagnostic tools 
(Google DeepMind's Streams, Zebra Medical Vision, etc.) by chang-
ing its workflow to include AI- assisted diagnosis as a preliminary 
step, followed by human review.

 • Financial institutions might adapt to AI’s capabilities by incorporat-
ing machine learning algorithms into their fraud detection systems, 
which adaptively learn from new fraud patterns to prevent losses.

 • A manufacturing plant might adapt to AI integration by reconfigur-
ing its assembly lines to include AI- powered robots while retraining 
human workers for roles that require more complex decision- making 
and oversight.

 • A government might adapt to the rise of AI surveillance technologies 
by introducing new privacy laws that protect citizens’ rights while 
allowing for the beneficial use of AI in public safety (e.g., GDPR, 
COPPA, EU AI Act).

Transformation

Transformation represents the highest level of resilience to AI integration 
within society. This stage involves fundamentally altering how individuals, 
organisations and societies operate, not just to absorb and adapt to changes 
but to emerge stronger and better equipped for the future. Transformation 
is about rethinking and reshaping to create new pathways and opportuni-
ties, often driven by a desire to address the root causes of AI's ethical issues 
and build long- term resilience. Characterised by profound and systemic 
change, transformation is a strategic, proactive process aimed at reinventing 
how people and organisations function and what they prioritise. This capac-
ity requires visionary leadership, innovative thinking and a willingness to 
challenge and change existing norms, practices and policies. Accordingly, 
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transformative actions are typically bold and comprehensive, addressing 
not only immediate ethical concerns but also underlying vulnerabilities and 
opportunities for growth. This process necessitates deep, systemic changes 
that fundamentally alter existing structures, behaviours and mindsets. It 
demands a strategic and forward- looking approach, coupled with a readi-
ness to challenge and reform established norms.

Figure 1.7 presents six necessary conditions for successful transformation 
for an individual or organisation (Murty and Gorur, 2023). The first condition 
is communication, emphasising that transparent communication facilitates 
open, bilateral conversations between leadership and employees, fostering 
trust and collaboration. Secondly, a change in mindset is essential for digital 
transformation, requiring individuals to constantly question and challenge 
current ways of working and to learn new processes and skills. Thirdly, to 
be adaptable means to embrace new ways of working and to be comfort-
able in uncomfortable situations, responding flexibly to change. Moreover, 
people with the right mindset are crucial to transformation success, as they 
can change practices based on evidence, challenge the status quo, and align 
with the mission. In addition, selecting appropriate tools and technologies 
involves understanding the organisation’s needs, ensuring efficiency and 
being open to changing tools as needed. Finally, process improvement argues 
that identifying and addressing gaps in processes is essential for maintaining 
high- quality outputs, requiring continuous improvement.

Numerous examples across various sectors illustrate how AI integration 
has driven transformational change in society, fundamentally altering how 

FIGURE 1.7
Six Conditions for Successful Transformation in AI Era.
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various sectors are operating and positioning for future success. These exam-
ples are briefly explained in the following:

 • In education, universities and schools might shift from traditional, 
knowledge- based curricula to competency- based education that 
emphasises critical thinking, creativity, and emotional intelligence 
skills that AI cannot easily replicate. This transformation encourages 
students to engage in higher- order thinking, problem- solving and 
ethical reasoning, which are crucial in a world where AI handles rou-
tine tasks.

 • Healthcare systems are transformed by leveraging AI for predic-
tive analytics to identify at- risk patients and intervene before health 
issues become severe. This approach shifts the focus from reactive to 
proactive care, using AI to analyse large datasets and identify pat-
terns that human practitioners might miss.

 • Financial institutions might transform by using AI to provide per-
sonalised financial advice, leveraging algorithms to analyse custom-
ers' spending habits, risk profiles and financial goals. AI can also be 
used to enhance fraud detection and cybersecurity, transforming the 
way banks protect customer data and transactions.

 • Manufacturing companies can adopt AI- driven automation and 
robotics, moving towards a “smart factory” model. This transfor-
mation goes beyond merely replacing human workers with robots; 
it involves reengineering production lines to optimise efficiency, 
reduce waste and enhance product quality.

 • Governments could transform by adopting AI to enhance public ser-
vice delivery, using machine learning algorithms to analyse data and 
identify areas for improvement in healthcare, education and social 
services.

Conclusion

The integration of AI into society is inevitable, bringing both opportunities 
and challenges. This chapter discusses AI architecture, providing insights into 
key components such as stakeholders, infrastructure, technology and the ser-
vice layer. Various AI applications are explored across sectors like education, 
housing, and essential and personal services. Additionally, the chapter exam-
ines the interaction between various elements in AI integration, represented 
by key agents and their roles in shaping AI development. It highlights the 
dynamic relationships between individuals, technology, government and the 
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environment. Furthermore, this chapter conceptualised a framework, focus-
ing on resilience to better prepare for and adapt to the transformative effects 
of AI technologies. Emphasising resilience enables societies to not only with-
stand the challenges posed by AI but also to harness these challenges as cata-
lysts for growth and innovation, paving the way for a sustainable future. The 
drivers of resilience – absorption, adaptation and transformation – provide a 
concept for understanding and building resilience amidst AI challenges. The 
components are not mutually exclusive but rather complementary processes 
that can occur simultaneously or sequentially, depending on the nature of the 
issues and challenges and the context of the sectors.

In particular, the absorption within the resilience framework is about read-
iness and robustness. It involves leveraging existing resources, capacities, 
and strategies to buffer against the immediate impacts of AI. By enhancing 
knowledge, connectivity and flexibility, individuals, organisations and soci-
eties can develop stronger absorption capacities, enabling them to handle 
the challenges posed by AI integration effectively. The ability to absorb AI 
disruptions without substantial alterations to core functions or structures is 
essential for ensuring a smooth transition into a future where AI plays a cen-
tral role in various aspects of life. Secondly, adaptation in the context of AI 
resilience is about more than just coping with change; it’s about proactively 
evolving to thrive in an AI- integrated world. It requires flexibility, the ability 
to learn from past experiences, and the willingness to modify existing prac-
tices and strategies to meet new challenges head- on. By fostering an environ-
ment that encourages adaptation, societies can build resilience and ensure 
that they are not only prepared for the future but also capable of leveraging 
AI’s full potential to drive innovation, efficiency, and positive change. Finally, 
transformation represents the highest level of resilience, enabling societies to 
not just survive but thrive in the face of AI integration. The transformation 
requires a fundamental rethinking of how individuals, organisations and 
systems operate, focusing on long- term sustainability, ethical considerations 
and inclusive growth. By embracing transformation, societies can harness 
the full potential of AI, turning challenges into opportunities and building a 
future that is resilient, equitable and innovative.

References

Ali, S. S., Kaur, R., & Khan, S. (2023). Identification of innovative technology enablers 
and drone technology determinants adoption: a graph theory matrix analysis 
framework. Operations Management Research, 16(2), 830–852.

Alonzo, R. J. (2009). Electrical codes, standards, recommended practices and regulations: an 
examination of relevant safety considerations. William Andrew.



Resilience Thinking AI Integration Framework 19

Bertot, J. C., Jaeger, P. T., & Hansen, D. (2012). The impact of polices on government 
social media usage: Issues, challenges, and recommendations. Government 
Information Quarterly, 29(1), 30–40.

Bukar, U. A., Sayeed, M. S., Razak, S. F. A., Yogarayan, S., & Amodu, O. A. (2024b). 
An integrative decision- making framework to guide policies on regulating 
ChatGPT usage. PeerJ Computer Science, 10, e1845.

Bukar, U. A., Sayeed, M. S., Razak, S. F. A., Yogarayan, S., Amodu, O. A., & Raja 
Mahmood, R. A. (2024a). Text analysis on early reactions to ChatGPT as a tool 
for academic progress or exploitation. SN Computer Science, 5(4), 366.

Bukar, U. A., Sayeed, M. S., Razak, S. F. A., Yogarayan, S., & Sneesl, R. (2024c). Decision- 
making framework for the utilization of generative artificial intelligence in education: A 
case study of ChatGPT. IEEE Access.

Bukar, U. A., Sayeed, M. S., Razak, S. F. A., Yogarayan, S., & Sneesl, R. (2024d). 
Prioritizing ethical conundrums in the utilization of ChatGPT in education 
through an analytical hierarchical approach. Education Sciences, 14(9), 959.

Cohen, A., & Einav, L. (2003). The effects of mandatory seat belt laws on driv-
ing behavior and traffic fatalities. Review of Economics and Statistics, 85(4),  
828–843.

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance 
of information technology. MIS Quarterly, 13, 319–340.

Dong, Z. Y., Zhang, Y., Yip, C., Swift, S., & Beswick, K. (2020). Smart campus: defini-
tion, framework, technologies, and services. IET Smart Cities, 2(1), 43–54.

Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A., Kar, A. K., … & Wright, 
R. (2023). Opinion Paper: “So what if ChatGPT wrote it?” Multidisciplinary per-
spectives on opportunities, challenges and implications of generative conver-
sational AI for research, practice and policy. International Journal of Information 
Management, 71, 102642.

Gabriel, I. (2020). Artificial intelligence, values, and alignment. Minds and Machines, 
30(3), 411–437.

Gaur, L., & Sahoo, B. M. (2022). Explainable AI in ITS: Ethical concerns. In Explainable 
artificial intelligence for intelligent transportation systems: Ethics and applications 
(pp. 79–90). Cham: Springer International Publishing.

Guleria, A., Krishan, K., Sharma, V., & Kanchan, T. (2023). ChatGPT: ethical concerns 
and challenges in academics and research. The Journal of Infection in Developing 
Countries, 17(09), 1292–1299.

Huber, P. (1986). Electricity and the environment: In search of regulatory authority. 
Harvard Law Review, 100, 1002.

Legg, S., & Hutter, M. (2007). Universal intelligence: A definition of machine intel-
ligence. Minds and Machines, 17, 391–444.

Leitner, M., Mäkinen, K., Vanneuville, W., Mysiak, J., Deacon, A., Torresan, S., … & 
Prutsch, A. (2020). Monitoring and evaluation of national adaptation policies through-
out the policy cycle. Publications Office of the European Union.

Li, F., Ruijs, N., & Lu, Y. (2022). Ethics & AI: A systematic review on ethical concerns 
and related strategies for designing with AI in healthcare. Ai, 4(1), 28–53.

Min- Allah, N., & Alrashed, S. (2020). Smart campus—A sketch. Sustainable Cities and 
Society, 59, 102231.

Murty, S., & Gorur, S. (2023, July 20). Six necessary conditions for a successful digital 
transformation. Thoughtworks.



20 The Smart Life Revolution

Posetti, J., & Matthews, A. (2018). A short guide to the history of ‘fake news’ and dis-
information. International Center for Journalists, 7(2018), 2018.

Roberts, A. (2023). Risk, reward, and resilience framework: integrative policy making 
in a complex world. Journal of International Economic Law, 26(2), 233–265.

Robertson, L. S. (1996). Reducing death on the road: the effects of minimum safety 
standards, publicized crash tests, seat belts, and alcohol. American Journal of 
Public Health, 86(1), 31–34.

Rogers, E. M., Singhal, A., & Quinlan, M. M. (2014). Diffusion of innovations. In An 
integrated approach to communication theory and research (pp. 432–448). Routledge.

Salloum, S. A. (2024). AI Perils in Education: Exploring Ethical Concerns. Artificial 
Intelligence in Education: The Power and Dangers of ChatGPT in the Classroom, 
669–675.

Samoili, S., Lopez, C., Gomez, G. E., De, P. G., Martinez- Plumed, F., & Delipetrev, B. 
(2020). AI watch. Defining Artificial Intelligence.

Tippins, N. T., Oswald, F. L., & McPhail, S. M. (2021). Scientific, legal, and ethical 
concerns about AI- based personnel selection tools: a call to action. Personnel 
Assessment and Decisions, 7(2), 1.

Venkatesh, V., & Davis, F. D. (2000). A theoretical extension of the technology accep-
tance model: Four longitudinal field studies. Management Science, 46(2), 186–204.

Vinuesa, R., Azizpour, H., Leite, I., Balaam, M., Dignum, V., Domisch, S., … & Fuso 
Nerini, F. (2020). The role of artificial intelligence in achieving the sustainable 
development goals. Nature Communications, 11(1), 1–10.



Resilience Thinking Artificial Intelligence Integration Framework 
Ali, S. S. , Kaur, R. , & Khan, S. (2023). Identification of innovative technology enablers and
drone technology determinants adoption: a graph theory matrix analysis framework. Operations
Management Research, 16(2), 830–852. 
Alonzo, R. J. (2009). Electrical codes, standards, recommended practices and regulations: an
examination of relevant safety considerations. William Andrew. 
Bertot, J. C. , Jaeger, P. T. , & Hansen, D. (2012). The impact of polices on government social
media usage: Issues, challenges, and recommendations. Government Information Quarterly,
29(1), 30–40. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , & Amodu, O. A. (2024b). An
integrative decision-making framework to guide policies on regulating ChatGPT usage. PeerJ
Computer Science, 10, e1845. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , Amodu, O. A. , & Raja
Mahmood, R. A. (2024a). Text analysis on early reactions to ChatGPT as a tool for academic
progress or exploitation. SN Computer Science, 5(4), 366. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , & Sneesl, R. (2024c). Decision-
making framework for the utilization of generative artificial intelligence in education: A case
study of ChatGPT. IEEE Access. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , & Sneesl, R. (2024d).
Prioritizing ethical conundrums in the utilization of ChatGPT in education through an analytical
hierarchical approach. Education Sciences, 14(9), 959. 
Cohen, A. , & Einav, L. (2003). The effects of mandatory seat belt laws on driving behavior and
traffic fatalities. Review of Economics and Statistics, 85(4), 828–843. 
Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of
information technology. MIS Quarterly, 13, 319–340. 
Dong, Z. Y. , Zhang, Y. , Yip, C. , Swift, S. , & Beswick, K. (2020). Smart campus: definition,
framework, technologies, and services. IET Smart Cities, 2(1), 43–54. 
Dwivedi, Y. K. , Kshetri, N. , Hughes, L. , Slade, E. L. , Jeyaraj, A. , Kar, A. K. , … & Wright, R.
(2023). Opinion Paper: “So what if ChatGPT wrote it?” Multidisciplinary perspectives on
opportunities, challenges and implications of generative conversational AI for research, practice
and policy. International Journal of Information Management, 71, 102642. 
Gabriel, I. (2020). Artificial intelligence, values, and alignment. Minds and Machines, 30(3),
411–437. 
Gaur, L. , & Sahoo, B. M. (2022). Explainable AI in ITS: Ethical concerns. In Explainable
artificial intelligence for intelligent transportation systems: Ethics and applications (pp. 79–90).
Cham: Springer International Publishing. 
Guleria, A. , Krishan, K. , Sharma, V. , & Kanchan, T. (2023). ChatGPT: ethical concerns and
challenges in academics and research. The Journal of Infection in Developing Countries,
17(09), 1292–1299. 
Huber, P. (1986). Electricity and the environment: In search of regulatory authority. Harvard Law
Review, 100, 1002. 
Legg, S. , & Hutter, M. (2007). Universal intelligence: A definition of machine intelligence. Minds
and Machines, 17, 391–444. 
Leitner, M. , Mäkinen, K. , Vanneuville, W. , Mysiak, J. , Deacon, A. , Torresan, S. , … &
Prutsch, A. (2020). Monitoring and evaluation of national adaptation policies throughout the
policy cycle. Publications Office of the European Union. 
Li, F. , Ruijs, N. , & Lu, Y. (2022). Ethics & AI: A systematic review on ethical concerns and
related strategies for designing with AI in healthcare. Ai, 4(1), 28–53. 
Min-Allah, N. , & Alrashed, S. (2020). Smart campus—A sketch. Sustainable Cities and Society,
59, 102231. 
Murty, S. , & Gorur, S. (2023, July 20). Six necessary conditions for a successful digital
transformation. Thoughtworks. 
Posetti, J. , & Matthews, A. (2018). A short guide to the history of ‘fake news’ and
disinformation. International Center for Journalists, 7(2018), 2018. 
Roberts, A. (2023). Risk, reward, and resilience framework: integrative policy making in a
complex world. Journal of International Economic Law, 26(2), 233–265. 
Robertson, L. S. (1996). Reducing death on the road: the effects of minimum safety standards,
publicized crash tests, seat belts, and alcohol. American Journal of Public Health, 86(1), 31–34.



Rogers, E. M. , Singhal, A. , & Quinlan, M. M. (2014). Diffusion of innovations. In An integrated
approach to communication theory and research (pp. 432–448). Routledge. 
Salloum, S. A. (2024). AI Perils in Education: Exploring Ethical Concerns. Artificial Intelligence
in Education: The Power and Dangers of ChatGPT in the Classroom, 669–675. 
Samoili, S. , Lopez, C. , Gomez, G. E. , De, P. G. , Martinez-Plumed, F. , & Delipetrev, B .
(2020). AI watch. Defining Artificial Intelligence. 
Tippins, N. T. , Oswald, F. L. , & McPhail, S. M. (2021). Scientific, legal, and ethical concerns
about AI-based personnel selection tools: a call to action. Personnel Assessment and
Decisions, 7(2), 1. 
Venkatesh, V. , & Davis, F. D. (2000). A theoretical extension of the technology acceptance
model: Four longitudinal field studies. Management Science, 46(2), 186–204. 
Vinuesa, R. , Azizpour, H. , Leite, I. , Balaam, M. , Dignum, V. , Domisch, S. , … & Fuso Nerini,
F. (2020). The role of artificial intelligence in achieving the sustainable development goals.
Nature Communications, 11(1), 1–10. 

 
Alertness Analytics 
Abd-Elfattah, H. M. , Abdelazeim, F. H. , & Elshennawy, S. (2015). Physical and cognitive
consequences of fatigue: A review. Journal of Advanced Research, 6(3), 351–358, doi:
10.1016/j.jare.2015.01.011 
Ahmed, S. K. , Mohammed, M. G. , Abdulqadir, S. O. , El-Kader, R. G. A. , El-Shall, N. A. ,
Chandran, D. , … & Dhama, K. (2023). Road traffic accidental injuries and deaths: A neglected
global health issue. Health Science Reports, 6(5), e1240, doi: 10.1002/hsr2.1240 
Alam, L. , Hoque, M. M. , Dewan, M. A. A. , Siddique, N. , Rano, I. , & Sarker, I. H. (2021).
Active vision-based attention monitoring system for non-distracted driving. IEEE Access, 9,
28540–28557, doi: 10.1109/ACCESS.2021.3058205 
Alkinani, M. H. , Khan, W. Z. , & Arshad, Q. (2020). Detecting human driver inattentive and
aggressive driving behavior using deep learning: Recent advances, requirements and open
challenges. IEEE Access, 8, 105008–105030, doi: 10.1109/ACCESS.2020.2999829 
Al-Mekhlafi, A. B. A. , Isha, A. S. N. , & Naji, G. M. A. (2020). The relationship between fatigue
and driving performance: A review and directions for future research. Journal Of Critical Review,
7(14), 134–141, doi: 10.31838/jcr.07.14.24 
Alvi, U. , Khattak, M. A. K. , Shabir, B. , Malik, A. W. , & Muhammad, S. R. (2020). A
comprehensive study on IoT based accident detection systems for smart vehicles. IEEE
Access, 8, 122480–122497, doi: 10.1109/ACCESS.2020.3006887 
Ansari, S. , Naghdy, F. , Du, H. , & Pahnwar, Y. N. (2021). Driver mental fatigue detection
based on head posture using new modified reLU-BiLSTM deep neural network. IEEE
Transactions on Intelligent Transportation Systems, 23(8), 10957–10969, doi:
10.1109/TITS.2021.3098309 
Azadani, M. N. , & Boukerche, A. (2021). Driving behavior analysis guidelines for intelligent
transportation systems. IEEE Transactions on Intelligent Transportation Systems, 23(7),
6027–6045, doi: 10.1109/TITS.2021.3076140 
Balwante, S. S. , Kolhe, R. , Pingale, N. K. , & Chandel, D. S. (2024). Drowsiness Detection
System: Integrating YOLOv5 Object Detection with Arduino Hardware for Real-Time Monitoring.
International Journal of Innovative Research in Computer Science & Technology, 12(2), 59–66,
doi: 10.55524/ijircst.2024.12.2.9 
Bonela, A. A. , He, Z. , Nibali, A. , Norman, T. , Miller, P. G. , & Kuntsche, E. (2023). Audio-
based deep learning algorithm to identify alcohol inebriation (ADLAIA). Alcohol, 109, 49–54, doi:
10.1016/j.alcohol.2022.12.002 
Bowen, L. , Budden, S. L. , & Smith, A. P. (2020). Factors underpinning unsafe driving: A
systematic literature review of car drivers. Transportation Research Part F: Traffic Psychology
and Behaviour, 72, 184–210, doi: 10.1016/j.trf.2020.04.008 
Brown, L. (2024). Individuals With Motor Control and Motor Function Disorders. In Clinical
Exercise Pathophysiology for Physical Therapy (pp. 465–496). Routledge. 
Cichocka, S. , & Ruminski, J. (2024, July). Driver fatigue detection method based on facial
image analysis. In 2024 16th International Conference on Human System Interaction (HSI) (pp.



1–6). IEEE, doi: 10.54254/2755-2721/57/20241332 
Cori, J. M. , Downey, L. A. , Sletten, T. L. , Beatty, C. J. , Shiferaw, B. A. , Soleimanloo, S. S. ,
… & National Transport Commission Heavy Vehicle Driver Project Team . (2021). The impact of
7-hour and 11-hour rest breaks between shifts on heavy vehicle truck drivers’ sleep, alertness
and naturalistic driving performance. Accident Analysis & Prevention, 159, 106224, doi:
10.1016/j.aap.2021.106224 
Davoli, L. , Martalò, M. , Cilfone, A. , Belli, L. , Ferrari, G. , Presta, R. , … & Plomp, J. (2020). On
driver behavior recognition for increased safety: a roadmap. Safety, 6(4), 55, doi:
10.3390/safety6040055 
Debbarma, T. , Pal, T. , & Debbarma, N. (2024). Prediction of Dangerous Driving Behaviour
Based on Vehicle Motion. Procedia Computer Science, 235, 1125–1134, doi:
10.1016/j.procs.2024.04.107 
Delhomme, P. , & Gheorghiu, A. (2021). Perceived stress, mental health, organizational factors,
and self-reported risky driving behaviors among truck drivers circulating in France. Journal of
Safety Research, 79, 341–351, doi: 10.1016/j.jsr.2021.10.001 
Dinges, D. F. (2020). The nature of sleepiness: Causes, contexts, and consequences. In Eating,
sleeping, and sex (pp. 147–179). Routledge, doi: 10.1201/9780203771570-10 
Doniec, R. J. , Piaseczna, N. , Duraj, K. , Sieciński, S. , Irshad, M. T. , Karpiel, I. , … &
Grzegorzek, M. (2024). The detection of alcohol intoxication using electrooculography signals
from smart glasses and machine learning techniques. Systems and Soft Computing, 6, 200078,
doi: 10.1016/j.sasc.2024.200078 
Doudou, M. , Bouabdallah, A. , & Berge-Cherfaoui, V. (2020). Driver drowsiness measurement
technologies: Current research, market solutions, and challenges. International Journal of
Intelligent Transportation Systems Research, 18, 297–319, doi: 10.1007/s13177-019-00199-w 
Duddu, V. R. , Kukkapalli, V. M. , & Pulugurtha, S. S. (2019). Crash risk factors associated with
injury severity of teen drivers. IATSS research, 43(1), 37–43, doi: 10.1016/j.iatssr.2018.08.003 
Dziuda, Ł. , Baran, P. , Zieliński, P. , Murawski, K. , Dziwosz, M. , Krej, M. , … & Bortkiewicz, A.
(2021). Evaluation of a fatigue detector using eye closure-associated indicators acquired from
truck drivers in a simulator study. Sensors, 21(19), 6449, doi: 10.3390/s21196449 
Ferreira, S. , Vikneswary Suresh, M. , Sulaiman, M. F. , Al-Haji, G. , Comi, A. , Wah, Y. C. , … &
Van Minh, N. (2024). The ASIASAFE road safety handbook: the best practices in traffic safety
between Europe–Indonesia, Faculty of Engineering of the University of Porto, Malaysia, and
Vietnam, doi: 10.24840/978-972-752-320-7 
Fu, S. , Yang, Z. , Ma, Y. , Li, Z. , Xu, L. , & Zhou, H. (2024). Advancements in the Intelligent
Detection of Driver Fatigue and Distraction: A Comprehensive Review. Applied Sciences, 14(7),
3016, doi: 10.3390/app14073016 
Fu, Y. , Li, C. , Yu, F. R. , Luan, T. H. , & Zhang, Y. (2021). A survey of driving safety with
sensing, vehicular communications, and artificial intelligence-based collision avoidance. IEEE
Transactions on Intelligent Transportation Systems, 23(7), 6142–6163, doi:
10.1109/TITS.2021.3083927 
Goldenbeld, C. , van Schagen, I. , & Davidse, R. (2023). Fatigue-related consequences on road
crashes. In The Handbook of Fatigue Management in Transportation (pp. 81–95). CRC Press,
doi: 10.1201/9781003213154-9 
Govindaraj, M. , Asha, V. , Katingeri, M. M. , Manvanth, L. J. , Ch, M. R. P. , & Mathew, J. C.
(2024, February). Deep Learning for Real-Time Drowsiness Onset Detection. In 2024
International Conference on Integrated Circuits and Communication Systems (ICICACS) (pp.
1–7). IEEE, doi: 10.1109/ICICACS60521.2024.10498276 
Hayley, A. C. , Shiferaw, B. , Aitken, B. , Vinckenbosch, F. , Brown, T. L. , & Downey, L. A.
(2021). Driver monitoring systems (DMS): The future of impaired driving management? Traffic
Injury Prevention, 22(4), 313–317, doi: 10.1080/15389588.2021.1899164 
Herath, H. M. K. K. M. B. , & Mittal, M. (2022). Adoption of artificial intelligence in smart cities: A
comprehensive review. International Journal of Information Management Data Insights, 2(1),
100076, doi: 10.1016/j.jjimei.2022.100076 
Inkeaw, P. , Srikummoon, P. , Chaijaruwanich, J. , Traisathit, P. , Awiphan, S. , Inchai, J. , … &
Theerakittikul, T. (2022). Automatic driver drowsiness detection using artificial neural network
based on visual facial descriptors: pilot study. Nature and Science of Sleep, 1641–1649, doi:
10.2147/NSS.S376755 
Ishaque, S. , Khan, N. , & Krishnan, S. (2021). Trends in heart-rate variability signal analysis.
Frontiers in Digital Health, 3, 639444, doi: 10.3389/fdgth.2021.639444



Islam, A. , Rahaman, N. , & Ahad, M. A. R. (2019). A study on tiredness assessment by using
eye blink detection. Jurnal Kejuruteraan, 31(2), 209–214, doi: 10.17576/jkukm-2019-31(2)-04 
Jagatheesaperumal, S. K. , Bibri, S. E. , Huang, J. , Rajapandian, J. , & Parthiban, B. (2024).
Artificial intelligence of things for smart cities: advanced solutions for enhancing transportation
safety. Computational Urban Science, 4(1), 10, doi: 10.1007/s43762-024-00120-6 
Jamaludin, A. S. , Abidin, A. N. S. Z. , Roslan, A. , Shahril, R. , Azmi, A. H. , Abdullah, N. A. S. ,
… & Kassim, K. A. A. (2021). Malaysian road traffic crash data: Where do we stand now.
Journal of Modern Manufacturing Systems and Technology, 5(2), 88–94, doi:
10.15282/jmmst.v5i2.6593 
Kannan, E. P. , Shunmugathammal, M. , Barskar, R. , & Thomas, L. (2024). Smart AVDNet:
alcohol detection using vehicle driver face. Signal, Image and Video Processing, 1–14, doi:
10.1007/s11760-024-03222-0 
Kassym, L. , Kussainova, A. , Semenova, Y. , Kussainov, A. , Marapov, D. , Zhanaspayev, M. ,
… & Bjørklund, G. (2023, March). Worldwide prevalence of alcohol use in non-fatally injured
motor vehicle drivers: a systematic review and meta-analysis. In Healthcare (Vol. 11, No. 5, p.
758). MDPI, doi: 10.3390/healthcare11050758 
Keshtkaran, E. , von Berg, B. , Regan, G. , Suter, D. , & Gilani, S. Z. (2024). Estimating Blood
Alcohol Level Through Facial Features for Driver Impairment Assessment. In Proceedings of
the IEEE/CVF Winter Conference on Applications of Computer Vision (pp. 4539–4548), doi:
10.1109/WACV57701.2024.00448 
Khamis, A. A. , Idris, A. , Abdellatif, A. , Mohd Rom, N. A. , Khamis, T. , Ab Karim, M. S. , … &
Abd Rashid, R. B. (2023). Development and performance evaluation of an iot-integrated breath
analyzer. International Journal of Environmental Research and Public Health, 20(2), 1319, doi:
10.3390/ijerph20021319 
Khattak, A. J. , Ahmad, N. , Wali, B. , & Dumbaugh, E. (2021). A taxonomy of driving errors and
violations: Evidence from the naturalistic driving study. Accident Analysis & Prevention, 151,
105873, doi: 10.1016/j.aap.2020.105873 
Khattak, A. J. , Arvin, R. , Chakraborty, S. , Melton, C. , & Clamann, M. (2020). Driver
impairment detection and safety enhancement through comprehensive volatility analysis (No.
CSCRS-R23). Collaborative Sciences Center for Road Safety,
https://rosap.ntl.bts.gov/view/dot/56547 
Kurnia Insurance . (2022). Road accidents in Malaysia: Top 10 Causes & Prevention. Retrieved
from https://www.kurnia.com/blog/road-accidents-causes 
Lapa, I. , Ferreira, S. , Mateus, C. , Rocha, N. , & Rodrigues, M. A. (2023). Real-time blink
detection as an indicator of computer vision syndrome in real-life settings: an exploratory study.
International Journal Of Environmental Research and Public Health, 20(5), 4569, doi:
10.3390/ijerph20054569 
Lee, S. , Kim, M. , Jung, H. , Kwon, D. , Choi, S. , & You, H. (2020). Effects of a motion seat
system on driver’s passive task-related fatigue: An on-road driving study. Sensors, 20(9), 2688,
doi: 10.3390/s20092688 
Li, R. , Chen, Y. V. , & Zhang, L. (2021b). A method for fatigue detection based on Driver's
steering wheel grip. International Journal of Industrial Ergonomics, 82, 103083, doi:
10.1016/j.ergon.2021.103083 
Li, Z. , Chen, L. , Nie, L. , & Yang, S. X. (2021a). A novel learning model of driver fatigue
features representation for steering wheel angle. IEEE Transactions on Vehicular Technology,
71(1), 269–281, doi: 10.1109/TVT.2021.3130152 
Liang, Y. , Samtani, S. , Guo, B. , & Yu, Z. (2020). Behavioral biometrics for continuous
authentication in the internet-of-things era: An artificial intelligence perspective. IEEE Internet of
Things Journal, 7(9), 9128–9143, doi: 10.1109/JIOT.2020.3004077 
Lu, K. , Dahlman, A. S. , Karlsson, J. , & Candefjord, S. (2022). Detecting driver fatigue using
heart rate variability: A systematic review. Accident Analysis & Prevention, 178, 106830, doi:
10.1016/j.aap.2022.106830 
Magaña, V. C. , Pañeda, X. G. , Garcia, R. , Paiva, S. , & Pozueco, L. (2021). Beside and
behind the wheel: Factors that influence driving stress and driving behavior. Sustainability,
13(9), 4775, doi: 10.3390/su13094775 
Mahajan, K. , & Velaga, N. R. (2021). Sleep-deprived car-following: Indicators of rear-end crash
potential. Accident Analysis & Prevention, 156, 106123, doi: 10.1016/j.aap.2021.106123 
Maqbool, Y. , Sethi, A. , & Singh, J. (2019). Road safety and road accidents: an insight.
International Journal of Information and Computing Science, 6, 93–105.



Musicant, O. , Richmond-Hacham, B. , & Botzer, A. (2022, October). Estimating Driver Fatigue
Based on Heart Activity, Respiration Rate. In Lindholmen Conference Centre & online October
19–20, 2022 (p. 78), doi: 10.3390/s23239457 
Papalimperi, A. H. , Athanaselis, S. A. , Mina, A. D. , Papoutsis, I. I. , Spiliopoulou, C. A. , &
Papadodima, S. A. (2019). Incidence of fatalities of road traffic accidents associated with
alcohol consumption and the use of psychoactive drugs: A 7-year survey (2011-2017).
Experimental and Therapeutic Medicine, 18(3), 2299–2306, doi: 10.3892/etm.2019.7787 
Paul, A. , Shaha, A. , Mukherjee, A. , & Sen, A. (2024, March). An Image Processing Approach
to Enhance Driver Distraction and Drowsiness Detection Algorithm. In 2024 3rd International
Conference for Innovation in Technology (INOCON) (pp. 1–9). IEEE, doi:
10.1109/INOCON60754.2024.10511409 
Penland, G. (2023). Teen driving and car accident statistics. BMW Law Group. Retrieved from
https://bmwlawgroup.com/teen-driving-car-accident-statistics/ 
Pérez-Carbonell, L. , Mignot, E. , Leschziner, G. , & Dauvilliers, Y. (2022). Understanding and
approaching excessive daytime sleepiness. The Lancet, 400(10357), 1033–1046, doi:
10.1016/S0140-6736(22)01018-2 
Peters, S. E. , Grogan, H. , Henderson, G. M. , López Gómez, M. A. , Martínez Maldonado, M. ,
Silva Sanhueza, I. , & Dennerlein, J. T. (2021). Working conditions influencing drivers’ safety
and well-being in the transportation industry:“on board” program. International Journal of
Environmental Research and Public Health, 18(19), 10173, doi: 10.3390/ijerph181910173 
Pham, N. , Dinh, T. , Kim, T. , Raghebi, Z. , Bui, N. , Truong, H. , … & Vu, T. (2021). Detection
of microsleep events with a behind-the-ear wearable system. IEEE Transactions on Mobile
Computing, 22(2), 841–857, doi: 10.1109/TMC.2021.3090829 
Plămădeală, V. (2022). Driving tiredness–the end enemy of the driver. Journal of Engineering
Sciences, doi: 10.3390/ijerph19073909 
Priyanka, S. , Shanthi, S. , Kumar, A. S. , & Praveen, V. (2024). Data fusion for driver
drowsiness recognition: A multimodal perspective. Egyptian Informatics Journal, 27, 100529,
doi: 10.1016/j.eij.2024.100529 
Qu, F. , Dang, N. , Furht, B. , & Nojoumian, M. (2024). Comprehensive study of driver behavior
monitoring systems using computer vision and machine learning techniques. Journal of Big
Data, 11(1), 32, doi: 10.1186/s40537-024-00890-0 
Rajput, R. S. , Dhoni, P. S. , Patel, R. , Karangara, R. , Shende, A. , & Kathiriya, S. (2024). AI-
Driven Innovations. In Cari Journals USA LLC (p. 84). ISBN 9914746152. 
Raman, K. J. , Azman, A. , Arumugam, V. , Ibrahim, S. Z. , Yogarayan, S. , Abdullah, M. F. A. ,
… & Sonaimuthu, K. (2018, May). Fatigue monitoring based on yawning and head movement.
In 2018 6th International Conference on Information and Communication Technology (ICoICT)
(pp. 343–347). IEEE, doi: 10.1109/ICoICT.2018.8528759 
Razak, S. F. A. , Ali, M. A. A. U. , Yogarayan, S. , & Abdullah, M. F. A. (2022, July). IoT based
alcohol concentration monitor for drivers. In 2022 4th International Conference on Smart
Sensors and Application (ICSSA) (pp. 86–89). IEEE, doi: 10.1109/ICSSA54161.2022.9870947 
Razak, S. F. A. , Ismail, S. N. S. , Bin, B. H. B. , Yogarayan, S. , Abdullah, M. F. A. , & Kamis, N.
H. (2024). Monitoring Physiological State of Drivers Using In-Vehicle Sensing of Non-Invasive
Signal. Civil Engineering Journal, 10(4), 1221–1231, doi: 10.28991/cej-2024-010-04-014 
Ren, X. , Pritchard, E. , van Vreden, C. , Newnam, S. , Iles, R. , & Xia, T. (2023). Factors
associated with fatigued driving among Australian truck drivers: a cross-sectional study.
International Journal of Environmental Research and Public Health, 20(3), 2732, doi:
10.3390/ijerph20032732 
Safarov, F. , Akhmedov, F. , Abdusalomov, A. B. , Nasimov, R. , & Cho, Y. I. (2023). Real-time
deep learning-based drowsiness detection: leveraging computer-vision and eye-blink analyses
for enhanced road safety. Sensors, 23(14), 6459, doi: 10.3390/s23146459 
Salbi, A. , Gadi, M. A. , Bouganssa, T. , Hassani, A. E. , & Lasfar, A. (2024). Design and
implementation of a driving safety assistant system based on driver behavior. International
Journal of Artificial Intelligence, 13(3), 2603–2613, doi: 10.11591/ijai.v13.i3.pp2603-2613 
Saleem, A. A. , Siddiqui, H. U. R. , Raza, M. A. , Rustam, F. , Dudley, S. , & Ashraf, I. (2023). A
systematic review of physiological signals based driver drowsiness detection systems. Cognitive
Neurodynamics, 17(5), 1229–1259, doi: 10.1007/s11571-022-09898-9 
Salvati, L. , d'Amore, M. , Fiorentino, A. , Pellegrino, A. , Sena, P. , & Villecco, F. (2021). On-
road detection of driver fatigue and drowsiness during medium-distance journeys. Entropy,
23(2), 135, doi: 10.3390/e23020135



Sarker, I. H. (2024). AI-driven cybersecurity and threat intelligence: cyber automation, intelligent
decision-making and explainability. Springer Nature, doi: 10.1007/978-3-031-54497-2 
Shahverdy, M. , Fathy, M. , Berangi, R. , & Sabokrou, M. (2020). Driver behavior detection and
classification using deep convolutional neural networks. Expert Systems with Applications, 149,
113240, doi: 10.1016/j.eswa.2020.113240 
Sharma, I. , Marwale, A. V. , Sidana, R. , & Gupta, I. D. (2024). Lifestyle modification for mental
health and well-being. Indian Journal of Psychiatry, 66(3), 219–234, doi:
10.4103/indianjpsychiatry.indianjpsychiatry_39_24 
Siepmann, M. , Weidner, K. , Petrowski, K. , & Siepmann, T. (2022). Heart rate variability: a
measure of cardiovascular health and possible therapeutic target in dysautonomic mental and
neurological disorders. Applied Psychophysiology and Biofeedback, 47(4), 273–287, doi:
10.1007/s10484-022-09572-0 
Silverman, S. A. , Thorpy, M. J. , & Ahmed, I. (2022). Sleepiness, Fatigue, and Sleep Disorders.
In Sleep and Neuropsychiatric Disorders (pp. 101–140). Singapore: Springer Nature Singapore,
doi: 10.1007/978-981-16-0123-1_6 
Singh, H. , & Kathuria, A. (2021). Analyzing driver behavior under naturalistic driving conditions:
A review. Accident Analysis & Prevention, 150, 105908, doi: 10.1016/j.aap.2020.105908 
Soares, S. , Monteiro, T. , Lobo, A. , Couto, A. , Cunha, L. , & Ferreira, S. (2020). Analyzing
driver drowsiness: From causes to effects. Sustainability, 12(5), 1971, doi: 10.3390/su12051971 
Sohail, A. , Cheema, M. A. , Ali, M. E. , Toosi, A. N. , & Rakha, H. A. (2023). Data-driven
approaches for road safety: A comprehensive systematic literature review. Safety Science, 158,
105949, doi: 10.1016/j.ssci.2022.105949 
Sonule, V. , & Raman, R. (2024, May). In-Car Breathalyzer Systems for Enhanced Road Safety
Through SVM Classification and IoT Connectivity. In 2024 International Conference on
Advances in Modern Age Technologies for Health and Engineering Science (AMATHE) (pp.
1–5). IEEE, doi: 10.1109/AMATHE61652.2024.10582130 
Torbaghan, M. E. , Sasidharan, M. , Reardon, L. , & Muchanga-Hvelplund, L. C. (2022).
Understanding the potential of emerging digital technologies for improving road safety. Accident
Analysis & Prevention, 166, 106543, doi: 10.1016/j.aap.2021.106543 
Tornero-Aguilera, J. F. , Jimenez-Morcillo, J. , Rubio-Zarapuz, A. , & Clemente-Suárez, V. J.
(2022). Central and peripheral fatigue in physical exercise explained: A narrative review.
International Journal of Environmental Research and Public Health, 19(7), 3909. 
Vinckenbosch, F. R. J. , Vermeeren, A. , Verster, J. C. , Ramaekers, J. G. , & Vuurman, E. F.
(2020). Validating lane drifts as a predictive measure of drug or sleepiness induced driving
impairment. Psychopharmacology, 237, 877–886, doi: 10.1007/s00213-019-05424-8 
Wang, X. , Liu, Q. , Guo, F. , Xu, X. , & Chen, X. (2022). Causation analysis of crashes and
near crashes using naturalistic driving data. Accident Analysis & Prevention, 177, 106821, doi:
10.1016/j.aap.2022.106821 
Wang, X. , & Shao, D. (2022). Human physiology and contactless vital signs monitoring using
camera and wireless signals. In Contactless Vital Signs Monitoring (pp. 1–24). Academic Press,
doi: 10.1016/B978-0-12-822281-2.00008-1 
Xu, J. , Min, J. , & Hu, J. (2018). Real-time eye tracking for the assessment of driver fatigue.
Healthcare Technology Letters, 5(2), 54–58, doi: 10.1049/htl.2017.0020 
Yan, X. , & Abas, A. (2020). Preliminary on Human Driver Behavior: A Review. International
Journal of Artificial Intelligence, 7(2), 29–34, doi: 10.36079/lamintang.ijai-0702.146 
Yusof, N. M. , Karjanto, J. , Hassan, M. Z. , Sulaiman, S. , Ab Rashid, A. A. , Jawi, Z. M. , &
Kassim, K. A. A. (2023). Effect of road darkness on young driver behaviour when approaching
parked or slow-moving vehicles in Malaysia. Automotive Experiences, 6(2), 216–233, doi:
10.31603/ae.8206 
Zhang, Y. , Han, X. , Gao, W. , & Hu, Y. (2021). Driver Fatigue Detection Based On Facial
Feature Analysis. International Journal of Pattern Recognition and Artificial Intelligence, 35(15),
2150034, doi: 10.1142/S0218001421500348 
Zheng, L. , Sayed, T. , & Mannering, F. (2021). Modeling traffic conflicts for use in road safety
analysis: A review of analytic methods and future directions. Analytic Methods in Accident
Research, 29, 100142, doi: 10.1016/j.amar.2020.100142 



 
Traffic Analysis and Smart Traffic Management Using YOLO 
Akmalia, Shabadin , Hamidun, Rizati , Roslan, Azzuhana , Harun, Nur Zarifah , Rahim, Sharifah
Allyana Syed Mohamed , Jamaludin, Nurulhuda , Ishak, Siti Zaharah , & Kassim, Khairil Anwar
Abu . (2021). Identification of crash determinants involving students at school area in Selangor.
Malaysian Institute of Road Safety Research (MIROS).
https://miros.gov.my/xs/page.php?id=1086 
Ali, W. , Abdelkarim, S. , Zahran, M. , Zidan, M. , & Sallab, A. E. (2018). YOLO3D: End-to-end
real-time 3D Oriented Object Bounding Box Detection from LiDAR Point Cloud (No.
arXiv:1808.02350). arXiv. https://doi.org/10.48550/arXiv.1808.02350 
Geiger, Andreas , Lenz, Philip , & Urtasun, Raquel . (2017). The KITTI Vision Benchmark Suite.
https://www.cvlibs.net/datasets/kitti/eval_object.php?obj_benchmark=3d 
Ashokkumar, K. , Sam, B. , Arshadprabhu, R. , & Britto . (2015). Cloud Based Intelligent
Transport System. Procedia Computer Science, 50 , 58–63.
https://doi.org/10.1016/j.procs.2015.04.061 
Jamal, Azzman Abdul . (n.d.). Public transport flaws, the downfall of Malaysia’s walking culture?
| MalaysiaNow. Retrieved false October 10, 2023 , from
https://www.malaysianow.com/news/2022/09/03/public-transport-flaws-the-downfall-of-
malaysias-walking-culture 
Deng, J. , Xuan, X. , Wang, W. , Li, Z. , Yao, H. , & Wang, Z. (2020). A review of research on
object detection based on deep learning. Journal of Physics: Conference Series, 1684 (1),
012028. https://doi.org/10.1088/1742-6596/1684/1/012028 
Du, J. (2018). Understanding of Object Detection Based on CNN Family and YOLO. Journal of
Physics: Conference Series, 1004 (1), 012029. https://doi.org/10.1088/1742-
6596/1004/1/012029 
Girshick, R. , Donahue, J. , Darrell, T. , & Malik, J. (2014). Rich feature hierarchies for accurate
object detection and semantic segmentation (No. arXiv:1311.2524). arXiv.
https://doi.org/10.48550/arXiv.1311.2524 
He, K. , Zhang, X. , Ren, S. , & Sun, J. (2016a). Deep Residual Learning for Image Recognition.
2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 770–778.
https://doi.org/10.1109/CVPR.2016.90 
He, K. , Zhang, X. , Ren, S. , & Sun, J. (2016b). Identity Mappings in Deep Residual Networks
(No. arXiv:1603.05027). arXiv. https://doi.org/10.48550/arXiv.1603.05027 
Herald, T. (2022, July 17). Public Transport in Malaysia: The Good, the Bad, and What Could
be Better. TLMUN Herald. https://medium.com/tlmun-herald/public-transport-in-malaysia-the-
good-the-bad-and-what-could-be-better-2d18fec734db 
HumanSignal . (n.d.). GitHub—HumanSignal/labelImg: LabelImg is now part of the Label Studio
community. The popular image annotation tool created by Tzutalin is no longer actively being
developed, but you can check out Label Studio, the open source data labeling tool for images,
text, hypertext, audio, video and time-series data. Retrieved false October 10, 2023 , from
https://github.com/HumanSignal/labelImg 
Kamba, A. N. , Rahmat, R. A. O. K. , & Ismail, A. (2007). Why Do People Use Their Cars: A
Case Study In Malaysia. Journal of Social Sciences, 3 (3), 117–122.
https://doi.org/10.3844/jssp.2007.117.122 
Khatab, E. , Onsy, A. , Varley, M. , & Abouelfarag, A. (2021). Vulnerable objects detection for
autonomous driving: A review. Integration, 78 , 36–48. https://doi.org/10.1016/j.vlsi.2021.01.002 
Lin, T.-Y. , Maire, M. , Belongie, S. , Bourdev, L. , Girshick, R. , Hays, J. , Perona, P. ,
Ramanan, D. , Zitnick, C. L. , & Dollár, P. (2015). Microsoft COCO: Common Objects in Context
(No. arXiv:1405.0312). arXiv. https://doi.org/10.48550/arXiv.1405.0312 
Liu, C. , Tao, Y. , Liang, J. , Li, K. , & Chen, Y. (2018). Object Detection Based on YOLO
Network. 2018 IEEE 4th Information Technology and Mechatronics Engineering Conference
(ITOEC), 799–803. https://doi.org/10.1109/ITOEC.2018.8740604 
Liu, W. , Anguelov, D. , Erhan, D. , Szegedy, C. , Reed, S. , Fu, C.-Y. , & Berg, A. C. (2016).
SSD: Single Shot MultiBox Detector. In Computer Vision - European Conference on Computer
Vision (ECCV) Lecture Notes in Computer Science (Vol. 9905, pp. 21–37).



https://doi.org/10.1007/978-3-319-46448-0_2 
Ministry of Transport Malaysia . (2023). Road Accidents and Fatalities in Malaysia.
https://www.mot.gov.my/en/land/safety/road-accident-and-facilities 
Mousavian, A. , Anguelov, D. , Flynn, J. , & Kosecka, J. (2017). 3D Bounding Box Estimation
Using Deep Learning and Geometry (No. arXiv:1612.00496). arXiv.
https://doi.org/10.48550/arXiv.1612.00496 
NVIDIA Developer . (n.d.). CUDA Toolkit 11.1 Downloads. NVIDIA Developer. Retrieved false
October 10, 2023 , from https://developer.nvidia.com/cuda-downloads 
PyTorch . (n.d.). Installing Previous Versions of Pytorch. Retrieved false October 10, 2023 ,
from https://www.pytorch.org 
Qureshi, K. , & Abdullah, H. (2013). A Survey on Intelligent Transportation Systems. Middle-
East Journal of Scientific Research, 15 , 629–642.
https://doi.org/10.5829/idosi.mejsr.2013.15.5.11215 
Redmon, J. , Divvala, S. , Girshick, R. , & Farhadi, A. (2016). You Only Look Once: Unified,
Real-Time Object Detection (No. arXiv:1506.02640). arXiv.
https://doi.org/10.48550/arXiv.1506.02640 
Redmon, J. , & Farhadi, A. (2016). YOLO9000: Better, Faster, Stronger (No. arXiv:1612.08242).
arXiv. https://doi.org/10.48550/arXiv.1612.08242 
Ren, S. , He, K. , Girshick, R. , & Sun, J. (2016). Faster R-CNN: Towards Real-Time Object
Detection with Region Proposal Networks (No. arXiv:1506.01497). arXiv.
https://doi.org/10.48550/arXiv.1506.01497 
Ruhyadi, D . (2023). YOLO For 3D Object Detection [Python].
https://github.com/ruhyadi/YOLO3D (Original work published 2022) 
Tong, L. C. (10:25:00+08:00, 2017). Public transport is more than ‘big toy’ infrastructure.
Malaysiakini. https://www.malaysiakini.com/news/395737 
World Health Organization . (2022, June 20). Road traffic injuries. https://www.who.int/news-
room/fact-sheets/detail/road-traffic-injuries 
Zafar, S . (2023, May 9). 10 Effects Of Road Accidents | Devastating Consequences.
https://www.hseblog.com/effects-of-road-accidents/ 
Zhang, H . (2023). Dtc-KITTI-For-Beginners [Python]. https://github.com/dtczhl/dtc-KITTI-For-
Beginners (Original work published 2019) 

 
Revolutionising Agriculture with AI 
Abdul Razak, S. F. , Yogarayan, S. , Sayeed, M. S. , & Mohd Derafi, M. I. F. (2024). Agriculture
5.0 and explainable AI for smart agriculture: A scoping review. Emerging Science Journal, 8 (2),
744–760. https://doi.org/10.28991/ESJ-2024-08-02-024 
Alves, R. G. , Souza, G. , Maia, R. F. , Anh, L. H. T. , Kamienski, C. , Soinenen, J.-P. , Aquino-
Jr, P. T. , & Lima, F. (2019). A digital twin for smart farming. 2019 IEEE Global Humanitarian
Technology Conference (GHTC), 1–4. 
Ariesen-Verschuur, N. , Verdouw, C. , & Tekinerdogan, B. (2022). Digital Twins in greenhouse
horticulture: A review. Computers and Electronics in Agriculture, 199 .
https://doi.org/10.1016/j.compag.2022.107183 
Attaran, M. , & Celik, B. G. (2023). Digital twin: Benefits, use cases, challenges, and
opportunities. Decision Analytics Journal, 6 . https://doi.org/10.1016/j.dajour.2023.100165 
Bali, M. K. , & Singh, M. (2024). Farming in the digital age: AI-infused digital twins for
agriculture. Proceedings - 2024 3rd International Conference on Sentiment Analysis and Deep
Learning, ICSADL 2024, 14–21. https://doi.org/10.1109/ICSADL61749.2024.00009 
Barbie, A. , Hasselbring, W. , & Hansen, M. (2024). Digital twin prototypes for supporting
automated integration testing of smart farming applications. Symmetry, 16 (2).
https://doi.org/10.3390/sym16020221 
Catala-Roman, P. , Navarro, E. A. , Segura-Garcia, J. , & Garcia-Pineda, M. (2024). Harnessing
digital twins for agriculture 5.0: A comparative analysis of 3D point cloud tools. Applied Sciences
(Switzerland), 14 (5). https://doi.org/10.3390/app14051709 
Chaux, J. D. , Sanchez-Londono, D. , & Barbieri, G. (2021). A digital twin architecture to
optimize productivity within controlled environment agriculture. Applied Sciences (Switzerland),



11 (19). https://doi.org/10.3390/app11198875 
Dihan, M. S. , Akash, A. I. , Tasneem, Z. , Das, P. , Das, S. K. , Islam, M. R. , Islam, M. M. ,
Badal, F. R. , Ali, M. F. , Ahamed, M. H. , Abhi, S. H. , Sarker, S. K. , & Hasan, M. M. (2024).
Digital twin: Data exploration, architecture, implementation and future. In Heliyon (Vol. 10, Issue
5). Elsevier Ltd. https://doi.org/10.1016/j.heliyon.2024.e26503 
Elijah, O. , Rahim, S. K. A. , Emmanuel, A. A. , Salihu, Y. O. , Usman, Z. G. , & Jimoh, A. M.
(2021). Enabling Smart Agriculture in Nigeria: Application of Digital-Twin Technology. 2021 1st
International Conference on Multidisciplinary Engineering and Applied Science, ICMEAS 2021.
https://doi.org/10.1109/ICMEAS52683.2021.9692351 
Emmert-Streib, F. (2023). What is the role of ai for digital twins? AI (Switzerland), 4 (3),
721–728. https://doi.org/10.3390/ai4030038 
Ghandar, A. , Ahmed, A. , Zulfiqar, S. , Hua, Z. , Hanai, M. , & Theodoropoulos, G. (2021). A
decision support system for urban agriculture using digital twin: A case study with aquaponics.
IEEE Access, 9 , 35691–35708. https://doi.org/10.1109/ACCESS.2021.3061722 
Grieves, M. W. (2005). Product lifecycle management: the new paradigm for enterprises.
International Journal of Product Development, 2 (1–2), 71–84.
https://doi.org/10.1504/ijpd.2005.006669 
Han, X. , Lin, Z. , Clark, C. , Vucetic, B. , & Lomax, S. (2022). AI based digital twin model for
cattle caring. Sensors, 22 (19). https://doi.org/10.3390/s22197118 
Hemming, S. , de Zwart, F. , Elings, A. , Petropoulou, A. , & Righini, I. (2020). Cherry tomato
production in intelligent greenhouses-sensors and AI for control of climate, irrigation, crop yield,
and quality. Sensors (Switzerland), 20 (22), 1–30. https://doi.org/10.3390/s20226430 
Hemming, S. , De Zwart, F. , Elings, A. , Righini, I. , & Petropoulou, A. (2019). Remote control of
greenhouse vegetable production with artificial intelligence—greenhouse climate, irrigation, and
crop production. Sensors (Switzerland), 19 (8). https://doi.org/10.3390/s19081807 
Howard, D. A. , Ma, Z. , Veje, C. , Clausen, A. , Aaslyng, J. M. , & Jørgensen, B. N. (2021).
Greenhouse industry 4.0 – digital twin technology for commercial greenhouses. Energy
Informatics, 4 . https://doi.org/10.1186/s42162-021-00161-9 
Jans-Singh, M. , Leeming, K. , Choudhary, R. , & Girolami, M. (2020). Digital twin of an urban-
integrated hydroponic farm. Data-Centric Engineering, 1 (2).
https://doi.org/10.1017/dce.2020.21 
Johannsen, C. , Senger, D. , & Kluss, T. (2021). A Digital Twin of the Social-Ecological System
Urban Beekeeping. In Advances and New Trends in Environmental Informatics.
https://doi.org/10.1007/978-3-030-61969-5_14 
Jones, D. , Snider, C. , Nassehi, A. , Yon, J. , & Hicks, B. (2020). Characterising the Digital
Twin: A systematic literature review. CIRP Journal of Manufacturing Science and Technology,
29 , 36–52. https://doi.org/10.1016/j.cirpj.2020.02.002 
Kampker, A. , Stich, V. , Jussen, P. , Moser, B. , & Kuntz, J. (2019). Business models for
industrial smart services - the example of a digital twin for a product-service-system for potato
harvesting. Procedia CIRP, 83 , 534–540. https://doi.org/10.1016/j.procir.2019.04.114 
Kim, S. , & Heo, S. (2024). An agricultural digital twin for mandarins demonstrates the potential
for individualized agriculture. Nature Communications, 15 (1). https://doi.org/10.1038/s41467-
024-45725-x 
Kreuzer, T. , Papapetrou, P. , & Zdravkovic, J. (2024). Artificial intelligence in digital twins—A
systematic literature review. Data and Knowledge Engineering, 151 .
https://doi.org/10.1016/j.datak.2024.102304 
Li, W. , Zhu, D. , & Wang, Q. (2022). A single view leaf reconstruction method based on the
fusion of ResNet and differentiable render in plant growth digital twin system. Computers and
Electronics in Agriculture, 193 . https://doi.org/10.1016/j.compag.2022.106712 
Melesse, T. Y. , Colace, F. , Dembele, S. P. , Lorusso, A. , Santaniello, D. , & Valentino, C.
(2024). Digital Twin for Predictive Monitoring of Crops: State of the Art. Lecture Notes in
Networks and Systems, 695 , 1027–1036. https://doi.org/10.1007/978-981-99-3043-2_85 
Mihai, S. , Yaqoob, M. , Hung, D. V. , Davis, W. , Towakel, P. , Raza, M. , Karamanoglu, M. ,
Barn, B. , Shetve, D. , Prasad, R. V. , Venkataraman, H. , Trestian, R. , & Nguyen, H. X. (2022).
Digital twins: A survey on enabling technologies, challenges, trends and future prospects. IEEE
Communications Surveys and Tutorials, 24 (4), 2255–2291.
https://doi.org/10.1109/COMST.2022.3208773 
Nasirahmadi, A. , & Hensel, O. (2022). Toward the next generation of digitalization in agriculture
based on digital twin paradigm. In Sensors (Vol. 22, Issue 2). MDPI.



https://doi.org/10.3390/s22020498 
Neethirajan, S. (2022). Affective State Recognition in Livestock—Artificial Intelligence
Approaches. In Animals (Vol. 12, Issue 6). MDPI. https://doi.org/10.3390/ani12060759 
Neethirajan, S. , & Kemp, B. (2021). Digital twins in livestock farming. Animals, 11 (4).
https://doi.org/10.3390/ani11041008 
Nie, J. , Wang, Y. , Li, Y. , & Chao, X. (2022). Artificial intelligence and digital twins in
sustainable agriculture and forestry: a survey. Turkish Journal of Agriculture and Forestry, 46
(5), 642–661. https://doi.org/10.55730/1300-011X.3033 
Niggemann, O. , Diedrich, A. , Kuhnert, C. , Pfannstiel, E. , & Schraven, J. (2021). A generic
DigitalTwin model for artificial intelligence applications. Proceedings - 2021 4th IEEE
International Conference on Industrial Cyber-Physical Systems, ICPS 2021, 55–62.
https://doi.org/10.1109/ICPS49255.2021.9468243 
Peladarinos, N. , Piromalis, D. , Cheimaras, V. , Tserepas, E. , Munteanu, R. A. , &
Papageorgas, P. (2023). Enhancing smart agriculture by implementing digital twins: A
comprehensive review. Sensors, 23 (16). https://doi.org/10.3390/s23167128 
Petropoulou, A. S. , van Marrewijk, B. , de Zwart, F. , Elings, A. , Bijlaard, M. , van Daalen, T. ,
Jansen, G. , & Hemming, S. (2023). Lettuce production in intelligent greenhouses—3D imaging
and computer vision for plant spacing decisions. Sensors, 23 (6).
https://doi.org/10.3390/s23062929 
Pexyean, T. , Saraubon, K. , & Nilsook, P. (2022). IoT, AI and digital twin for smart campus.
Proceedings - 2022 Research, Invention, and Innovation Congress: Innovative Electricals and
Electronics, RI2C 2022, 160–164. https://doi.org/10.1109/RI2C56397.2022.9910286 
Pylianidis, C. , Osinga, S. , & Athanasiadis, I. N. (2021). Introducing digital twins to agriculture.
Computers and Electronics in Agriculture, 184 . https://doi.org/10.1016/j.compag.2020.105942 
Rahman, H. , Shah, U. M. , Riaz, S. M. , Kifayat, K. , Moqurrab, S. A. , & Yoo, J. (2024). Digital
twin framework for smart greenhouse management using next-gen mobile networks and
machine learning. Future Generation Computer Systems, 156 , 285–300.
https://doi.org/10.1016/j.future.2024.03.023 
Sharma, A. , Kosasih, E. , Zhang, J. , Brintrup, A. , & Calinescu, A. (2022). Digital twins: State of
the art theory and practice, challenges, and open research questions. Journal of Industrial
Information Integration, 30 . https://doi.org/10.1016/j.jii.2022.100383 
Smith, M. J. (2018). Getting value from artificial intelligence in agriculture, over the next 10+
years. 8th Australasian Dairy Science Symposium, 1–7. 
Symeonaki, E. , Maraveas, C. , & Arvanitis, K. G. (2024). Recent advances in digital twins for
agriculture 5.0: Applications and open issues in livestock production systems. Applied Sciences
(Switzerland), 14 (2). https://doi.org/10.3390/app14020686 
Tagarakis, A. C. , Benos, L. , Kyriakarakos, G. , Pearson, S. , Sørensen, C. G. , & Bochtis, D.
(2024). Digital twins in agriculture and forestry: A review. Sensors, 24 (10).
https://doi.org/10.3390/s24103117 
Ubina, N. A. , Lan, H. Y. , Cheng, S. C. , Chang, C. C. , Lin, S. S. , Zhang, K. X. , Lu, H. Y. ,
Cheng, C. Y. , & Hsieh, Y. Z. (2023). Digital twin-based intelligent fish farming with Artificial
Intelligence Internet of Things (AIoT). Smart Agricultural Technology, 5 .
https://doi.org/10.1016/j.atech.2023.100285 
Verdouw, C. , Tekinerdogan, B. , Beulens, A. , & Wolfert, S. (2021). Digital twins in smart
farming. Agricultural Systems, 189 . https://doi.org/10.1016/j.agsy.2020.103046 
Wang, L. (2024). Digital twins in agriculture: A review of recent progress and open issues.
Electronics (Switzerland), 13 (11). https://doi.org/10.3390/electronics13112209 
Zohdi, T. I. (2024). A machine-learning enabled digital-twin framework for next generation
precision agriculture and forestry. Computer Methods in Applied Mechanics and Engineering,
431 . https://doi.org/10.1016/j.cma.2024.117250 

 



AI in Disaster Monitoring and Early Warning Systems 
Abatzoglou, J. T. , Dobrowski, S. Z. , Parks, S. A. , & Hegewisch, K. C. (2018). TerraClimate, a
High-resolution Global Dataset of Monthly Climate and Climatic Water Balance from 1958-2015.
Scientific Data, 5 (170191), 1–12. https://doi.org/10.1038/sdata.2017.191 
Aryal, P. C. , Aryal, C. , Neupane, S. , Sharma, B. , Dhamala, M. K. , Khadka, D. , Kharel, S. C. ,
Rajbanshi, P. , & Neupane, D. (2020). Soil Moisture & Roads Influence the Occurrence of Frogs
in Kathmandu Valley, Nepal. Global Ecology and Conservation, 23 , e01197.
https://doi.org/10.1016/j.gecco.2020.e01197 
Ban, Y. , Zhang, P. , Nascetti, A. , Bevington, A. R. , & Wulder, M. A. (2020). Near Real-Time
Wildfire Progression Monitoring with Sentinel-1 SAR Time Series and Deep Learning. Scientific
Reports, 10 (1), 1322. https://doi.org/10.1038/s41598-019-56967-x 
Breiman, L. (2001). Random Forests. Machine Learning, 45 (1), 5–32. 
Caglayan, A. , Slusarczyk, W. , Rabbani, R. D. , Ghose, A. , Papadopoulos, V. , & Boussios, S.
(2024). Large Language Models in Oncology: Revolution or Cause for Concern? Current
Oncology, 31 (4), 1817–1830. https://doi.org/10.3390/curroncol31040137 
Chan-McLeod, A. C. A. (2003). Factors Affecting the Permeability of Clearcuts to Red-Legged
Frogs. The Journal of Wildlife Management, 67 (4), 663. https://doi.org/10.2307/3802673 
Chew, Y. J. , Ooi, S. Y. , & Pang, Y. H. (2023b). MCD64A1 Burnt Area Dataset Assessment
using Sentinel-2 and Landsat-8 on Google Earth Engine: A Case Study in Rompin, Pahang in
Malaysia. 2023 IEEE 13th Symposium on Computer Applications & Industrial Electronics
(ISCAIE), 38–43. https://doi.org/10.1109/ISCAIE57739.2023.10165382 
Chew, Y. J. , Ooi, S. Y. , Pang, Y. H. , & Lim, Z. Y. (2023a). Investigating the Relationship
between the Influencing Fire Factors and Forest Fire Occurrence in the Districts of Rompin,
Pekan, and Kuantan in the State of Pahang, Malaysia, Using Google Earth Engine. International
Journal on Advanced Science, Engineering and Information Technology, 13 (5), 1733–1741.
https://doi.org/10.18517/ijaseit.13.5.19026 
Chew, Y. J. , Ooi, S. Y. , Pang, Y. H. , & Lim, Z. Y. (2024). Framework to Create Inventory
Dataset for Disaster Behavior Analysis Using Google Earth Engine: A Case Study in Peninsular
Malaysia for Historical Forest Fire Behavior Analysis. In Forests (Vol. 15, Issue 6).
https://doi.org/10.3390/f15060923 
Chew, Y. J. , Ooi, S. Y. , Pang, Y. H. , & Wong, K. S. (2022). Trend Analysis of Forest Fire in
Pahang, Malaysia from 2001-2021 with Google Earth Engine Platform. Journal of Logistics,
Informatics and Service Science, 9 (4), 15–26. https://doi.org/10.33168/LISS.2022.0402 
Cree, A. (1989). Relationship between Environmental Conditions and Nocturnal Activity of the
Terrestrial Frog, Leiopelma Archeyi. 23 , Journal of Herpetology, 61–68. 
Ernst & Young . (2021a). 2021 Better Working World Data Challenge. GitHub.
https://github.com/EY-Data-Science-Program/2021-Better-Working-World-Data-Challenge 
Ernst & Young . (2021b). EY Open Science AI & Data Program. https://challenge.ey.com/ 
Ernst & Young . (2022). 2022 Better Working World Data Challenge. GitHub.
https://github.com/EY-Data-Science-Program/2022-Better-Working-World-Data-Challenge 
Frog, I.D. (2020). FrogID. Australian Museum, Sydney. http://www.frogid.net.au 
Green, J. , Govindarajulu, P. , & Higgs, E. (2021). Multiscale Determinants of Pacific Chorus
Frog Occurrence in a Developed Landscape. Urban Ecosystems, 24 (3), 587–600.
https://doi.org/10.1007/s11252-020-01057-4 
Hazell, D. , Cunnningham, R. , Lindenmayer, D. , Mackey, B. , & Osborne, W. (2001). Use of
Farm Dams As Frog Habitat In An Australian Agricultural Landscape: Factors Affecting Species
Richness and Distribution. Biological Conservation, 102 (2), 155–169.
https://doi.org/10.1016/S0006-3207(01)00096-9 
Hodges, J. L. , & Lattimer, B. Y. (2019). Wildland Fire Spread Modeling Using Convolutional
Neural Networks. Fire Technology, 55 (6), 2115–2142. https://doi.org/10.1007/s10694-019-
00846-4 
Jiao, Z. , Zhang, Y. , Xin, J. , Mu, L. , Yi, Y. , Liu, H. , & Liu, D. (2019). A Deep Learning Based
Forest Fire Detection Approach Using UAV and YOLOv3. 2019 1st International Conference on
Industrial Artificial Intelligence (IAI), 1–5. https://doi.org/10.1109/ICIAI.2019.8850815 
Knutson, M. G. , Sauer, J. R. , Olsen, D. A. , Mossman, M. J. , Hemesath, L. M. , & Lannoo, M.
J. (1999). Effects of Landscape Composition and Wetland Fragmentation on Frog and Toad
Abundance and Species Richness in Iowa and Wisconsin, U.S.A. Conservation Biology, 13 (6),
1437–1446. https://doi.org/10.1046/j.1523-1739.1999.98445.x



Lin, Z. (2023). Why and How to Embrace AI Such as ChatGPT in Your Academic Life. Royal
Society Open Science, 10 (8). https://doi.org/10.1098/rsos.230658 
Linardos, V. , Drakaki, M. , Tzionas, P. , & Karnavas, Y. L. (2022). Machine Learning in Disaster
Management: Recent Developments in Methods and Applications. Machine Learning and
Knowledge Extraction, 4 (2), 446–473. https://doi.org/10.3390/make4020020 
Meyer, J. G. , Urbanowicz, R. J. , Martin, P. C. N. , O'Connor, K. , Li, R. , Peng, P. C. , Bright, T.
J. , Tatonetti, N. , Won, K. J. , Gonzalez-Hernandez, G. , & Moore, J. H. (2023). ChatGPT and
Large Language Models in Academia: Opportunities and Challenges. BioData Mining, 16 (20),
1–11. https://doi.org/10.1186/s13040-023-00339-9 
Nations, U . (2014). Recommended Practice: Burn Severity Mapping. https://un-
spider.org/advisory-support/recommended-practices/recommended-practice-burn-severity-
mapping 
Rowley, J. J. L. , Callaghan, C. T. , Cutajar, T. , Portway, C. , Potter, K. , Mahony, S. ,
Trembath, D. F. , Flemons, P. , & Woods, A. (2019). FrogID: Citizen Scientists Provide
Validated Biodiversity Data on Frogs of Australia. Herpetological Conservation and Biology, 14
(1), 155–170. 
Wang, S. , Zhao, J. , Ta, N. , Zhao, X. , Xiao, M. , & Wei, H. (2021). A Real-time Deep Learning
Forest Fire Monitoring Algorithm Based on An Improved Pruned + KD Model. Journal of Real-
Time Image Processing, 18 (6), 2319–2329. https://doi.org/10.1007/s11554-021-01124-9 
Wang, Y. , Dang, L. , & Ren, J. (2019). Forest Fire Image Recognition Based on Convolutional
Neural Network. Journal of Algorithms & Computational Technology, 13 .
https://doi.org/10.1177/1748302619887689 
Westgate, M. J. , MacGregor, C. , Scheele, B. C. , Driscoll, D. A. , & Lindenmayer, D. B. (2018).
Effects of Time Since Fire on Frog Occurrence Are Altered By Isolation, Vegetation and Fire
Frequency Gradients. Diversity and Distributions, 24 (1), 82–91.
https://doi.org/10.1111/ddi.12659 
Zhang, G. , Wang, M. , & Liu, K. (2019). Forest Fire Susceptibility Modeling Using a
Convolutional Neural Network for Yunnan Province of China. International Journal of Disaster
Risk Science, 10 (3), 386–403. https://doi.org/10.1007/s13753-019-00233-1 
Zhang, Q. , Xu, J. , Xu, L. , & Guo, H. (2016). Deep convolutional neural networks for forest fire
detection. Proceedings of the 2016 International Forum on Management, Education and
Information Technology Application. Atlantis Press. 

 
Economic Inequality Analysis and Machine Learning 
Abitbol, J. L. , & Karsai, M. (2020). Interpretable socioeconomic status inference from aerial
imagery through urban patterns. Nature Machine Intelligence, 2(11), 684–692.
https://doi.org/10.1038/s42256-020-00243-5 
Acemoglu, D. , & Autor, D. (2011). Skills, tasks and technologies: Implications for employment
and earnings. In O. Ashenfelter & D. Card (Eds.), Handbook of labor economics (Vol. 4B, pp.
1043–1171). Elsevier. https://doi.org/10.1016/s0169-7218(11)02410-5 
Aguiar, M. , & Bils, M. (2015). Has consumption inequality mirrored income inequality?
American Economic Review, 105(9), 2725–2726. 
Aguiar, M. , & Hurst, E. (2013). Deconstructing life cycle expenditure. Journal of Political
Economy, 121(3), 437–492. https://doi.org/10.1086/670740 
Alagiyawanna, A. , Townsend, N. , Mytton, O. , Scarborough, P. , Roberts, N. , & Rayner, M.
(2015). Studying the consumption and health outcomes of fiscal interventions (taxes and
subsidies) on food and beverages in countries of different income classifications; a systematic
review. BMC public health, 15, 887. https://doi.org/10.1186/s12889-015-2201-8 
Athey, S. , & Imbens, G. (2016). Recursive partitioning for heterogeneous causal effects.
Proceedings of the National Academy of Sciences, 113(27), 7353–7360.
https://doi.org/10.1073/pnas.1510489113 
Athey, S. , & Imbens, G. W. (2019). Machine learning methods that economists should know
about. Annual Review of Economics, 11(1), 685–725. https://doi.org/10.1146/annurev-
economics-080217-053433



Attanasio, O. P. , & Kaufmann, K. M. (2014). Education choices and returns to schooling:
Mothers’ and youths’ subjective expectations and their role by gender. Journal of Development
Economics, 109, 203–216. 
Attanasio, O. P. , & Pistaferri, L. (2016). Consumption inequality.
https://pubs.aeaweb.org/doi/pdf/10.1257/jep.30.2.3 
Attanasio, O. , Battistin, E. , & Padula, M. (2010). Inequality in living standards since 1980.
Books. https://www.aei.org/wp-content/uploads/2018/06/Inequality-in-Living-Standards-Since-
1980.pdf 
Atkinson, A. , & Bourguignon, F. (2000). Introduction: Income distribution and economics. In
Handbook of income distribution (pp. 1–58). https://doi.org/10.1016/s1574-0056(00)80003-2 
Atkinson, A. B. , Piketty, T. , & Saez, E. (2011). Top incomes in the long run of history. Journal
of Economic Literature, 49(1), 3–71. https://doi.org/10.1257/jel.49.1.3 
Bai, R. , Lam, J. C. K. , & Li, V. O. K. (2023). What dictates income in New York City? SHAP
analysis of income estimation based on Socio-economic and Spatial Information Gaussian
Processes (SSIG). Humanities and Social Sciences Communications, 10(1).
https://doi.org/10.1057/s41599-023-01548-7 
Ball, L. M. , Furceri, D. , Leigh, D. , & Loungani, P. (2013). The distributional effects of fiscal
consolidation. IMF Working Paper, 13(151), 1. https://doi.org/10.5089/9781475551945.001 
Becker, G. S. (1994, January 1). Human capital: A theoretical and empirical analysis with
special reference to education, Third Edition. NBER. https://www.nber.org/books-and-
chapters/human-capital-theoretical-and-empirical-analysis-special-reference-education-third-
edition 
Blundell, R. , & Preston, I. (1998). Consumption Inequality and Income Uncertainty. The
Quarterly Journal of Economics, 113(2), 603–640. 
Bloom, D. E. , & Canning, D. (2000). The health and wealth of nations. Science, 287(5456),
1207–1209. https://doi.org/10.1126/science.287.5456.1207 
Campbell, J. Y. (2006). Household finance. The Journal of Finance, 61(4), 1553–1604. 
Card, D. (2001). Estimating the return to schooling: Progress on some persistent econometric
problems. Econometrica, 69(5), 1127–1160. https://doi.org/10.1111/1468-0262.00237 
Chakrabarty, N. , & Biswas, S . (2018). A Statistical approach to adult Census income level
Prediction. 2018 International Conference on Advances in Computing, Communication Control
and Networking (ICACCCN). https://doi.org/10.1109/icacccn.2018.8748528 
Cheng, Z. (2021). Education and consumption: Evidence from migrants in Chinese cities.
Journal of Business Research, 127, 206–215. https://doi.org/10.1016/j.jbusres.2021.01.018 
Chowdhury, R. A. , Ceballos-Sierra, F. , & Sulaiman, M. (2023). Grow the pie, or have it? Using
machine learning to impact heterogeneity in the Ultra-poor graduation model. Journal of
Development Effectiveness, 1–20. https://doi.org/10.1080/19439342.2023.2276928 
Chy, M. K. H. , & Buadi, O. N. (2024). Role of machine learning in policy making and evaluation.
International Journal of Innovative Science and Research Technology (IJISRT), 456–463.
https://doi.org/10.38124/ijisrt/ijisrt24oct687 
Citro, C. F. , Michael, R. T. , Poverty, P. O. , & Assistance, F. (1995). Measuring Poverty: a new
approach. http://ci.nii.ac.jp/ncid/BA25059481 
Coibion, O. , Gorodnichenko, Y. , Kueng, L. , & Silvia, J. (2012). Innocent bystanders? monetary
policy and inequality in the U.S. https://doi.org/10.3386/w18170 
Conceicao, P. , & Ferreira, P. (2000). The Young Person’s guide to the THEIl Index: suggesting
intuitive interpretations and exploring analytical applications. SSRN Electronic Journal.
https://doi.org/10.2139/ssrn.228703 
Darmon, N. , & Drewnowski, A. (2015). Contribution of food prices and diet cost to
socioeconomic disparities in diet quality and health: a systematic review and analysis. Nutrition
Reviews, 73, 643–660. 
De Gregorio, J. , & Lee, J. (2002). Education and income inequality: New evidence from Cross-
Country data. Review of Income and Wealth, 48(3), 395–416. https://doi.org/10.1111/1475-
4991.00060 
Dynan, K. E. , Skinner, J. , & Zeldes, S. P. (2004). Do the Rich Save More? Journal of Political
Economy, 112(2), 397–444. https://doi.org/10.1086/381475 
Einav, L. , & Levin, J. (2014). The Data Revolution and economic analysis. In Innovation Policy
and the Economy (Vol. 14, pp. 1–24). https://doi.org/10.1086/674019



Escanciano, J. C. , & Terschuur, J. R. (2022). Machine learning inference on inequality of
opportunity. arXiv (Cornell University). https://doi.org/10.48550/arxiv.2206.05235 
Finkelstein, A. , Taubman, S. , Wright, B. , Bernstein, M. , Gruber, J. , Newhouse, J. P. , Allen,
H. , & Baicker, K. (2012). The Oregon Health Insurance Experiment: Evidence from the first
year. The Quarterly Journal of Economics, 127(3), 1057–1106.
https://doi.org/10.1093/qje/qjs020 
Fisher, J. , Johnson, D. , & Smeeding, T. (2013). Measuring the trends in inequality of
individuals and families: Income and consumption. American Economic Review, 103(3),
184–188. 
Fisher, J. , Johnson, D. S. , & Smeeding, T. M. (2014). Inequality of Income and Consumption in
the U.S.: Measuring the Trends in Inequality from 1984 to 2011 for the Same Individuals.
Review of Income and Wealth, 61(4), 630–650. https://doi.org/10.1111/roiw.12129 
Fitoussi, J. , Sen, A. , & Stiglitz, J. E. (2011). Report by the commission on the measurement of
economic performance and social progress.
http://aaps.org.ar/pdf/area_politicassociales/Stiglitz.pdf 
Garnaut, R. (2010). Macro-economic implications of the turning point. China Economic Journal,
3(2), 181–190. https://doi.org/10.1080/17538963.2010.511916 
Haddad, C. N. , Mahler, D. G. , Diaz-Bonilla, C. , Hill, R. , Lakner, C. , & Ibarra, G. L. (2024).
The World Bank’s New Inequality Indicator: The Number of Countries with High Inequality. In
Washington, DC: World Bank eBooks. https://doi.org/10.1596/41687 
Hanushek, E. A. , & Woessmann, L. (2012). Do better schools lead to more growth? Cognitive
skills, economic outcomes, and causation. Journal of Economic Growth, 17(4), 267–321.
https://doi.org/10.1007/s10887-012-9081-x 
Herrera, G. P. , Constantino, M. , Su, J. , & Naranpanawa, A. (2023). The use of ICTs and
income distribution in Brazil: A machine learning explanation using SHAP values.
Telecommunications Policy, 47(8), 102598. https://doi.org/10.1016/j.telpol.2023.102598 
Heshmati, A. (2004). Inequalities and their measurement. SSRN Electronic Journal.
https://doi.org/10.2139/ssrn.571662 
Heckman, J. J. (2000). Causal parameters and policy analysis in economics: A twentieth
century retrospective. The Quarterly Journal of Economics, 115(1), 45–97. 
Hope, D. , & Martelli, A. (2019). The Transition to the Knowledge Economy, Labor Market
Institutions, and Income Inequality in Advanced Democracies. World Politics, 71(2), 236–288.
https://doi.org/10.1017/S0043887118000333 
Hu, M. (2022). Multivariate understanding of income and expenditure in United States
households with statistical learning. Computational Statistics, 37(5), 2129–2160.
https://doi.org/10.1007/s00180-022-01251-2 
Jean, N. , Burke, M. , Xie, M. , Davis, W. M. , Lobell, D. B. , & Ermon, S. (2016). Combining
satellite imagery and machine learning to predict poverty. Science, 353(6301), 790–794.
https://doi.org/10.1126/science.aaf7894 
Korobilis, D. (2018). Machine Learning Macroeconometrics: a primer. SSRN Electronic Journal.
https://doi.org/10.2139/ssrn.3246473 
Krueger, D. , & Perri, F. (2006). Does income inequality lead to consumption inequality?
Evidence and theory. The Review of Economic Studies, 73(1), 163–193. 
Kuhn, M. , Schularick, M. , & Steins, U. I. (2020). Income and Wealth Inequality in America,
1949–2016. Journal of Political Economy, 128(9), 3469–3519. https://doi.org/10.1086/708815 
Kunze, A. (2017). The gender wage gap in developed countries. In S. L. Averett , L. M. Argys ,
& S. D. Hoffman (Eds.), The Oxford handbook of women and the economy (pp. 368–394).
Oxford University Press. https://doi.org/10.1093/oxfordhb/9780190628963.013.11 
Kuznets, S. (2019). Economic growth and income inequality. In The gap between rich and poor
(pp. 25–37). Routledge. 
Lee, E. , Ong, T. S. , & Lee, Y. (2024). Evaluating Household Consumption Patterns:
Comparative Analysis Using Ordinary Least Squares and Random Forest Regression Models.
HighTech and Innovation Journal, 5(2), 489–507. https://doi.org/10.28991/hij-2024-05-02-019 
Lefranc, A. , Pistolesi, N. , & Trannoy, A. (2008). Inequality of opportunities vs. Inequality of
outcomes: Are western societies all alike? Review of Income and Wealth, 54(4), 513–546.
https://doi.org/10.1111/j.1475-4991.2008.00289.x 
Li, Y. , & Malin, S. (2009). Research on BP neural network for nonlinear economic modeling and
its realization based on Matlab. 2009 Third International Symposium on Intelligent Information



Technology Application. https://doi.org/10.1109/iita.2009.352 
Lundberg, S.M. , & Lee, S. (2017). A unified approach to interpreting model predictions. Neural
Information Processing Systems. https://doi.org/10.48550/arxiv.1705.07874 
Maruejols, L. , Wang, H. , Zhao, Q. , Bai, Y. , & Zhang, L. (2022). Comparison of machine
learning predictions of subjective poverty in rural China. China Agricultural Economic Review,
15(2), 379–399. https://doi.org/10.1108/caer-03-2022-0051 
Mankiw, N. G. (2019). Macroeconomics (Tenth edition). Worth. 
Meyer, B. D. , & Sullivan, J. X. (2017). Consumption and income inequality in the U.S. since the
1960s. SSRN Electronic Journal. https://doi.org/10.2139/ssrn.3037000 
Modigliani, F. (1955). Utility analysis and the consumption function: An interpretation of cross-
section data. Post-Keynesian economics. https://www.econbiz.de/Record/utility-analysis-and-
the-consumption-function-an-interpretation-of-cross-section-data-modigliani-franco/1000250284 
Moradi, A. , Mansouri, M. , Faramarzi, A. , & Kiani, K. (2023). Investigating the effect of inflation
on the consumption pattern of Iranian households. Statistical Journal of the IAOS, 39(3),
605–616. https://doi.org/10.3233/sji-230009 
Mullainathan, S. , & Spiess, J. (2017). Machine Learning: An Applied Econometric approach.
The Journal of Economic Perspectives, 31(2), 87–106. https://doi.org/10.1257/jep.31.2.87 
Neckerman, K. M. , & Torche, F. (2007). Inequality: Causes and consequences. Annual Review
of Sociology, 33, 335–357. 
OECD . (2013). Household consumption. National Accounts at a Glance 2013 | OECD iLibrary.
https://doi.org/10.1787/na_glance-2013-12-en 
OECD . (2015). In it together: Why less inequality benefits all. In OECD eBooks.
https://doi.org/10.1787/9789264235120-en 
Park, J. (2021). Monetary policy and income inequality in Korea. Journal of the Asia Pacific
Economy, 26(4), 766–793. https://doi.org/10.1080/13547860.2020.1870794 
Pardo, G.P. , & Santos, J.M. (2014). Household debt and consumption inequality: The Spanish
Case. Economies, 2, 147–170. 
Pickett, K. E. , & Wilkinson, R. G. (2015). Income inequality and health: A causal review. Social
Science & Medicine (1982), 128, 316–326. https://doi.org/10.1016/j.socscimed.2014.12.031 
Piketty, T. , & Saez, E. (2003). Income inequality in the United States, 1913-1998. The
Quarterly Journal of Economics, 118(1), 1–41. https://doi.org/10.1162/00335530360535135 
Psacharopoulos, G. , & Patrinos, H. A. (2018). Returns to investment in education: A decennial
review of the global literature. Education Economics, 26(5), 445–458. 
Ribeiro, M. , Singh, S. , & Guestrin, C. (2016). “Why Should I Trust You?”: Explaining the
Predictions of Any Classifier. Proceedings of the 22nd ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. https://doi.org/10.1145/2939672.2939778 
Rudin, C. (2019). Stop explaining black box machine learning models for high stakes decisions
and use interpretable models instead. Nature Machine Intelligence, 1(5), 206–215.
https://doi.org/10.1038/s42256-019-0048-x 
Russakovsky, O. , Deng, J. , Su, H. , Krause, J. , Satheesh, S. , Ma, S. , Huang, Z. , Karpathy,
A. , Khosla, A. , Bernstein, M. , Berg, A. C. , & Fei-Fei, L. (2015). ImageNet Large Scale Visual
Recognition Challenge. International Journal of Computer Vision, 115(3), 211–252.
https://doi.org/10.1007/s11263-015-0816-y 
Schultz, T. P. (2002). Wage Gains Associated with Height as a Form of Health Human Capital.
American Economic Review, 92(2), 349–353. https://doi.org/10.1257/000282802320191598 
Sen, A. K. (1997). From income inequality to economic inequality. Southern Economic Journal,
64(2), 384–401. https://doi.org/10.1002/j.2325-8012.1997.tb00063.x 
Smith, J. P. (1999). Healthy bodies and thick wallets: the dual relation between health and
economic status. The Journal of Economic Perspectives, 13(2), 145–166.
https://doi.org/10.1257/jep.13.2.145 
Stiglitz, J. E. (2012). The price of inequality: How today’s divided society endangers our future.
http://www.casinapioiv.va/content/dam/accademia/pdf/es41/es41-stiglitz.pdf 
Terada-Hagiwara, A. , Camingue, S. , & Zveglich, J.E. (2018). Gender Pay Gap: A Macro
Perspective. Asian Development Bank Institute Research Paper Series. 
Tsounta, E. , Suphaphiphat, N. , Ricka, F. , Dabla-Norris, E. , & Kochhar, K. (2015). Causes and
consequences of income inequality. IMF Staff Discussion Note, 2015(013), 1.
https://doi.org/10.5089/9781513555188.006



Global Education Monitoring Report 2020: Inclusion and education: All means all. Paris. (2020).
In UNESCO eBooks. https://doi.org/10.54676/jjnk6989 
Wager, S. , & Athey, S. (2018). Estimation and inference of heterogeneous treatment effects
using random forests. Journal of the American Statistical Association, 113(523), 1228–1242.
https://doi.org/10.1080/01621459.2017.1319839 
Wang, W. , Xu, W. , Yao, X. , & Wang, H. (2022). Application of data-driven method for
automatic machine learning in economic research. 2022 21st International Symposium on
Distributed Computing and Applications for Business Engineering and Science (DCABES),
42–45. https://doi.org/10.1109/dcabes57229.2022.00019 
Wilensky, H. L. (2012). Policy implications for the United States: How to get off the low road. In
American Political Economy in Global Perspective (pp. 191–270). chapter, Cambridge:
Cambridge University Press. 
Wójcik, P. , & Andruszek, K. (2021). Predicting intra-urban well-being from space with nonlinear
machine learning. Regional Science Policy & Practice, 14(4), 891–913.
https://doi.org/10.1111/rsp3.12478 
Woo, J. , Bova, E. , Kinda, T. , & Zhang, Y. S. (2013). Distributional consequences of fiscal
consolidation and the role of fiscal policy: What do the data say? SSRN Electronic Journal.
https://doi.org/10.2139/ssrn.2338387 
World Inequality Report 2022 . (2022). In Harvard University Press eBooks.
https://doi.org/10.4159/9780674276598 
Xu, K. , Evans, D. B. , Kawabata, K. , Zeramdini, R. , Klavus, J. , & Murray, C. J. (2003).
Household catastrophic health expenditure: A multicountry analysis. The Lancet, 362(9378),
111–117. https://doi.org/10.1016/s0140-6736(03)13861-5 

 
AI for Healthcare 
Ahmad, Zubair , Shabina Rahim , Maha Zubair , and Jamshid Abdul-Ghafar . 2021. “Artificial
Intelligence (AI) in Medicine, Current Applications and Future Role with Special Emphasis on Its
Potential and Promise in Pathology: Present and Future Impact, Obstacles Including Costs and
Acceptance among Pathologists, Practical and Philosophical Considerations. A Comprehensive
Review.” Diagnostic Pathology 16 (1): 24. https://doi.org/10.1186/s13000-021-01085-4 
Albahri, A.S. , Ali M. Duhaim , Mohammed A. Fadhel , Alhamzah Alnoor , Noor S. Baqer , Laith
Alzubaidi, O.S. Albahri , et al. 2023. “A Systematic Review of Trustworthy and Explainable
Artificial Intelligence in Healthcare: Assessment of Quality, Bias Risk, and Data Fusion.”
Information Fusion 96 (August):156–191. https://doi.org/10.1016/j.inffus.2023.03.008 
Alowais, Shuroug A. , Sahar S. Alghamdi , Nada Alsuhebany , Tariq Alqahtani , Abdulrahman I.
Alshaya , Sumaya N. Almohareb , Atheer Aldairem , et al. 2023. “Revolutionizing Healthcare:
The Role of Artificial Intelligence in Clinical Practice.” BMC Medical Education 23 (1): 689.
https://doi.org/10.1186/s12909-023-04698-z 
Arun, Nishanth , Nathan Gaw , Praveer Singh , Ken Chang , Mehak Aggarwal , Bryan Chen ,
Katharina Hoebel , et al . 2020. “Assessing the (Un)Trustworthiness of Saliency Maps for
Localizing Abnormalities in Medical Imaging.” Radiology: Artificial Intelligence 3 (6), e200267.
https://doi.org/10.1101/2020.07.28.20163899 
Asan, Onur , Alparslan Emrah Bayrak , and Avishek Choudhury . 2020. “Artificial Intelligence
and Human Trust in Healthcare: Focus on Clinicians.” Journal of Medical Internet Research 22
(6): e15154. https://doi.org/10.2196/15154 
Bertl, Markus , Peeter Ross , and Dirk Draheim . 2023. “Systematic AI Support for Decision-
Making in the Healthcare Sector: Obstacles and Success Factors.” Health Policy and
Technology 12 (3): 100748. https://doi.org/10.1016/j.hlpt.2023.100748 
Birkhoff, David C. , H.M. Anne Sophie , Van Dalen , and Marlies P. Schijven . 2021. “A Review
on the Current Applications of Artificial Intelligence in the Operating Room.” Surgical Innovation
28 (5): 611–619. https://doi.org/10.1177/1553350621996961 
Cary, Michael P. , Sophia Bessias , Jonathan McCall , Michael J. Pencina , Siobahn D. Grady ,
Kay Lytle , and Nicoleta J. Economou-Zavlanos . 2024. “Empowering Nurses to Champion
Health Equity & BE FAIR: Bias Elimination for Fair and Responsible AI in Healthcare.” Journal
of Nursing Scholarship, July, jnu.13007. https://doi.org/10.1111/jnu.13007



Chen, Zhuxing , Yudong Zhang , Zeping Yan , Junguo Dong , Weipeng Cai , Yongfu Ma ,
Jipeng Jiang , Keyao Dai , Hengrui Liang , and Jianxing He . 2021. “Artificial Intelligence
Assisted Display in Thoracic Surgery: Development and Possibilities.” Journal of Thoracic
Disease 13 (12): 6994–7005. https://doi.org/10.21037/jtd-21-1240 
Cinelli, Lucas Pinheiro , Matheus Araújo Marins , Eduardo Antônio Barros Da Silva , and Sérgio
Lima Netto . 2021. Variational Methods for Machine Learning with Applications to Deep
Networks. Cham: Springer International Publishing. https://doi.org/10.1007/978-3-030-70679-1 
Clancey, William J. 1983. “The Epistemology of a Rule-Based Expert System —A Framework
for Explanation.” Artificial Intelligence 20 (3): 215–251. https://doi.org/10.1016/0004-
3702(83)90008-5 
Cui, Zhiming , Yu Fang , Lanzhuju Mei , Bojun Zhang , Bo Yu , Jiameng Liu , Caiwen Jiang , et
al. 2022. “A Fully Automatic AI System for Tooth and Alveolar Bone Segmentation from Cone-
Beam CT Images.” Nature Communications 13 (1): 2096. https://doi.org/10.1038/s41467-022-
29637-2 
De Cecco, Carlo N. , Marly Van Assen , and Tim Leiner , eds. 2022. Artificial Intelligence in
Cardiothoracic Imaging. Contemporary Medical Imaging. Cham: Springer International
Publishing. https://doi.org/10.1007/978-3-030-92087-6 
Dilsizian, Steven E. , and Eliot L. Siegel . 2014. “Artificial Intelligence in Medicine and Cardiac
Imaging: Harnessing Big Data and Advanced Computing to Provide Personalised Medical
Diagnosis and Treatment.” Current Cardiology Reports 16 (1): 441.
https://doi.org/10.1007/s11886-013-0441-8 
Emami, Hajar , Ming Dong , Siamak Nejad-Davarani , and Carri Glide-Hurst . 2021. “SA-GAN:
Structure-Aware GAN for Organ-Preserving Synthetic CT Generation.” arXiv.
http://arxiv.org/abs/2105.07044 
Gibson, Eli , Wenqi Li , Carole Sudre , Lucas Fidon , Dzhoshkun I. Shakir , Guotai Wang , Zach
Eaton-Rosen , et al. 2018. “NiftyNet: A Deep-Learning Platform for Medical Imaging.” Computer
Methods and Programs in Biomedicine 158 (May):113–122.
https://doi.org/10.1016/j.cmpb.2018.01.025 
Goodfellow, Ian , Jean Pouget-Abadie , Mehdi Mirza , Bing Xu , David Warde-Farley , Sherjil
Ozair , Aaron Courville , and Yoshua Bengio . 2020. “Generative Adversarial Networks.”
Communications of the ACM 63 (11): 139–144. https://doi.org/10.1145/3422622 
Huang, Jonathan , Galal Galal , Mozziyar Etemadi , and Mahesh Vaidyanathan . 2022.
“Evaluation and Mitigation of Racial Bias in Clinical Machine Learning Models: Scoping
Review.” JMIR Medical Informatics 10 (5): e36388. https://doi.org/10.2196/36388 
Huang, Shigao , Jie Yang , Simon Fong , and Qi Zhao . 2020. “Artificial Intelligence in Cancer
Diagnosis and Prognosis: Opportunities and Challenges.” Cancer Letters 471 (February):61–71.
https://doi.org/10.1016/j.canlet.2019.12.007 
Jones, Scott , Kenton Thompson , Brian Porter , Meegan Shepherd , Daniel Sapkaroski ,
Alexandra Grimshaw , and Catriona Hargrave . 2024. “Automation and Artificial Intelligence in
Radiation Therapy Treatment Planning.” Journal of Medical Radiation Sciences 71 (2):
290–298. https://doi.org/10.1002/jmrs.729 
Kaur, Davinder , Suleyman Uslu , Kaley J. Rittichier , and Arjan Durresi . 2023. “Trustworthy
Artificial Intelligence: A Review.” ACM Computing Surveys 55 (2): 1–38.
https://doi.org/10.1145/3491209 
Kaur, Simarjeet , Jimmy Singla , Lewis Nkenyereye , Sudan Jha , Deepak Prashar , Gyanendra
Prasad Joshi , Shaker El-Sappagh, M. Saiful Islam , and S. M. Riazul Islam . 2020. “Medical
Diagnostic Systems Using Artificial Intelligence (AI) Algorithms: Principles and Perspectives.”
IEEE Access 8:228049–228069. https://doi.org/10.1109/ACCESS.2020.3042273 
LeCun, Yann , Yoshua Bengio , and Geoffrey Hinton . 2015. “Deep Learning.” Nature 521
(7553): 436–444. https://doi.org/10.1038/nature14539 
Leslie, David . 2019. “Understanding Artificial Intelligence Ethics and Safety: A Guide for the
Responsible Design and Implementation of AI Systems in the Public Sector.” Zenodo.
https://doi.org/10.5281/ZENODO.3240529 
Liu, Xiaonan , Kewei Chen , Teresa Wu , David Weidman , Fleming Lure , and Jing Li . 2018.
“Use of Multimodality Imaging and Artificial Intelligence for Diagnosis and Prognosis of Early
Stages of Alzheimer’s Disease.” Translational Research 194 (April):56–67.
https://doi.org/10.1016/j.trsl.2018.01.001 
Lundberg, Scott M , and Su-In Lee . 2017. “A Unified Approach to Interpreting Model
Predictions.”



Lysaght, Tamra , Hannah Yeefen Lim , Vicki Xafis , and Kee Yuan Ngiam . 2019. “AI-Assisted
Decision-Making in Healthcare: The Application of an Ethics Framework for Big Data in Health
and Research.” Asian Bioethics Review 11 (3): 299–314. https://doi.org/10.1007/s41649-019-
00096-0 
McIntosh, Chris , Leigh Conroy , Michael C. Tjong , Tim Craig , Andrew Bayley , Charles Catton
, Mary Gospodarowicz , et al. 2021. “Clinical Integration of Machine Learning for Curative-Intent
Radiation Treatment of Patients with Prostate Cancer.” Nature Medicine 27 (6): 999–1005.
https://doi.org/10.1038/s41591-021-01359-w 
Mehrabi, Ninareh , Fred Morstatter , Nripsuta Saxena , Kristina Lerman , and Aram Galstyan .
2022. “A Survey on Bias and Fairness in Machine Learning.” ACM Computing Surveys 54 (6):
1–35. https://doi.org/10.1145/3457607 
Mei, Xueyan , Hao-Chih Lee , Kai-yue Diao , Mingqian Huang , Bin Lin , Chenyu Liu , Zongyu
Xie , et al. 2020. “Artificial Intelligence–Enabled Rapid Diagnosis of Patients with COVID-19.”
Nature Medicine 26 (8): 1224–1228. https://doi.org/10.1038/s41591-020-0931-3 
Nasr, Mahmoud , M. Milon Islam , Shady Shehata , Fakhri Karray , and Yuri Quintana . 2021.
“Smart Healthcare in the Age of AI: Recent Advances, Challenges, and Future Prospects.” IEEE
Access 9:145248–145270. https://doi.org/10.1109/ACCESS.2021.3118960 
Netherton, Tucker J. , Carlos E. Cardenas , Dong Joo Rhee , Laurence E. Court , and Beth M.
Beadle . 2021. “The Emergence of Artificial Intelligence within Radiation Oncology Treatment
Planning.” Oncology 99 (2): 124–134. https://doi.org/10.1159/000512172 
Pan, Yongsheng , Mingxia Liu , Chunfeng Lian , Tao Zhou , Yong Xia , and Dinggang Shen .
2018. “Synthesizing Missing PET from MRI with Cycle-Consistent Generative Adversarial
Networks for Alzheimer’s Disease Diagnosis.” In Medical Image Computing and Computer
Assisted Intervention – MICCAI 2018, edited by Alejandro F. Frangi , Julia A. Schnabel ,
Christos Davatzikos , Carlos Alberola-López , and Gabor Fichtinger , 11072:455–463. Lecture
Notes in Computer Science. Cham: Springer International Publishing.
https://doi.org/10.1007/978-3-030-00931-1_52 
Prete, Alessandro , Salvatore Maria Corsello , and Roberto Salvatori . 2017. “Current Best
Practice in the Management of Patients after Pituitary Surgery.” Therapeutic Advances in
Endocrinology and Metabolism 8 (3): 33–48. https://doi.org/10.1177/2042018816687240 
Rajpurkar, Pranav , Emma Chen , Oishi Banerjee , and Eric J. Topol . 2022. “AI in Health and
Medicine.” Nature Medicine 28 (1): 31–38. https://doi.org/10.1038/s41591-021-01614-0 
Rasheed, Khansa , Adnan Qayyum , Mohammed Ghaly , Ala Al-Fuqaha , Adeel Razi , and
Junaid Qadir . 2022. “Explainable, Trustworthy, and Ethical Machine Learning for Healthcare: A
Survey.” Computers in Biology and Medicine 149 (October):106043.
https://doi.org/10.1016/j.compbiomed.2022.106043 
Ribeiro, Marco Tulio , Sameer Singh , and Carlos Guestrin . 2016. “‘Why Should I Trust You?’:
Explaining the Predictions of Any Classifier.” In Proceedings of the 22nd ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, 1135–1144. San Francisco
California USA: ACM. https://doi.org/10.1145/2939672.2939778 
Sadeghi, Amir H. , Quinten Mank , Alper S. Tuzcu , Jasper Hofman , Sabrina Siregar ,
Alexander Maat , Alexandre Mottrie , Jolanda Kluin , and Pieter De Backer . 2024. “Artificial
Intelligence–Assisted Augmented Reality Robotic Lung Surgery: Navigating the Future of
Thoracic Surgery.” JTCVS Techniques 26 (August):121–125.
https://doi.org/10.1016/j.xjtc.2024.04.011 
Schork, Nicholas J. 2019. “Artificial Intelligence and Personalised Medicine.” In Precision
Medicine in Cancer Therapy, edited by Daniel D. Von Hoff and Haiyong Han , 178:265–283.
Cancer Treatment and Research. Cham: Springer International Publishing.
https://doi.org/10.1007/978-3-030-16391-4_11 
Secinaro, Silvana , Davide Calandra , Aurelio Secinaro , Vivek Muthurangu , and Paolo
Biancone . 2021. “The Role of Artificial Intelligence in Healthcare: A Structured Literature
Review.” BMC Medical Informatics and Decision Making 21 (1): 125.
https://doi.org/10.1186/s12911-021-01488-9 
Shahid, Jahanzeb , Rizwan Ahmad , Adnan K. Kiani , Tahir Ahmad , Saqib Saeed , and
Abdullah M. Almuhaideb . 2022. “Data Protection and Privacy of the Internet of Healthcare
Things (IoHTs).” Applied Sciences 12 (4): 1927. https://doi.org/10.3390/app12041927 
Shi, Jinghua , Oguzhan Alagoz , Fatih Safa Erenay , and Qiang Su . 2014. “A Survey of
Optimization Models on Cancer Chemotherapy Treatment Planning.” Annals of Operations
Research 221 (1): 331–356. https://doi.org/10.1007/s10479-011-0869-4



Singh, Rishi P., Grant L. Hom, Michael D. Abramoff, J. Peter Campbell, Michael F. Chiang, and
on behalf of the AAO Task Force on Artificial Intelligence . 2020. “Current Challenges and
Barriers to Real-World Artificial Intelligence Adoption for the Healthcare System, Provider, and
the Patient.” Translational Vision Science & Technology 9 (2): 45.
https://doi.org/10.1167/tvst.9.2.45 
Van Giffen, Benjamin , Dennis Herhausen , and Tobias Fahse . 2022. “Overcoming the Pitfalls
and Perils of Algorithms: A Classification of Machine Learning Biases and Mitigation Methods.”
Journal of Business Research 144 (May):93–106. https://doi.org/10.1016/j.jbusres.2022.01.076 
Varghese, Chris , Ewen M. Harrison , Greg O'Grady , and Eric J. Topol . 2024. “Artificial
Intelligence in Surgery.” Nature Medicine 30 (5): 1257–1268. https://doi.org/10.1038/s41591-
024-02970-3 
Vidhya, B. , M. Nikhil Madhav , M. Suresh Kumar , and S. Kalanandini . 2022. “AI Based
Diagnosis of Pneumonia.” Wireless Personal Communications 126 (4): 3677–3692.
https://doi.org/10.1007/s11277-022-09885-7 
Wachter, Sandra , Brent Mittelstadt , and Chris Russell . 2017. “Counterfactual Explanations
Without Opening the Black Box: Automated Decisions and the GDPR.” SSRN Electronic
Journal. https://doi.org/10.2139/ssrn.3063289 
Wang, Chunhao , Xiaofeng Zhu , Julian C. Hong , and Dandan Zheng . 2019. “Artificial
Intelligence in Radiotherapy Treatment Planning: Present and Future.” Technology in Cancer
Research & Treatment 18 (January):153303381987392.
https://doi.org/10.1177/1533033819873922 
Wu, Kun , Yan Qiang , Kai Song , Xueting Ren , WenKai Yang , Wanjun Zhang , Akbar Hussain
, and Yanfen Cui . 2020. “Image Synthesis in Contrast MRI Based on Super Resolution
Reconstruction with Multi-Refinement Cycle-Consistent Generative Adversarial Networks.”
Journal of Intelligent Manufacturing 31 (5): 1215–1228. https://doi.org/10.1007/s10845-019-
01507-7 
Zheng, Dandan , Julian C. Hong , Chunhao Wang , and Xiaofeng Zhu . 2019. “Radiotherapy
Treatment Planning in the Age of AI: Are We Ready Yet?” Technology in Cancer Research &
Treatment 18 (January):153303381989457. https://doi.org/10.1177/1533033819894577 
Zhou, Xiao-Yun , Yao Guo , Mali Shen , and Guang-Zhong Yang . 2020. “Application of Artificial
Intelligence in Surgery.” Frontiers of Medicine 14 (4): 417–430. https://doi.org/10.1007/s11684-
020-0770-0 

 
Biometrics and Authentication 
Ahila Priyadharshini, R. , Arivazhagan, S. , & Arun, M. (2021). A Deep Learning Approach for
Person Identification Using Ear Biometrics. Applied Intelligence, 51 (4), 2161–2172.
https://doi.org/10.1007/s10489-020-01995-8 
Alexander, S. G. (2024). What is Voice Recognition and How Does It Work?
https://www.techtarget.com/searchcustomerexperience/definition/voice-recognition-speaker-
recognition#:~:text=Voice%20or%20speaker%20recognition%20is,Amazon’s%20Alexa%20and
%20Apple’s%20Siri 
Aratek . (2022). Stepping Up: Gait Recognition Biometrics Gain Attention.
https://www.aratek.co/news/gait-recognition-biometrics-gain-attention 
Elvir, M. , & Uran, L. (2022). Biometric Authentication. 7.
https://www.researchgate.net/publication/371567274_Biometric_Authentication 
I Dmission Team . (2020). How Machine Learning and Biometric Technology Work Together.
https://www.idmission.com/en/blog/how-machine-learning-and-biometric-technology-work-
together 
Innovatrics . (2024a). Fingerprint Technology—Innovatrics—How it Works.
https://www.innovatrics.com/fingerprint-
technology/#:~:text=Fingerprint%20recognition%20is%20the%20process,series%20of%20ridge
s%20and%20grooves 
Innovatrics . (2024b). Iris Recognition Technology—Innovatrics—How it Works.
https://www.innovatrics.com/iris-recognition-technology/



Jadhav, D. B. , Chavan, G. S. , Bagal, V. C. , & Manza, R. R. (2023). Review on Multimodal
Biometric Recognition System Using Machine Learning. Artificial Intelligence and Applications.
https://doi.org/10.47852/bonviewAIA3202593 
Mehraj, H. , & Mir, A. (2020). A Survey of Biometric Recognition Using Deep Learning. EAI
Endorsed Transactions on Energy Web, 166775. https://doi.org/10.4108/eai.27-10-2020.166775 
Mekruksavanich, S. , & Jitpattanakul, A. (2021). Biometric User Identification Based on Human
Activity Recognition Using Wearable Sensors: An Experiment Using Deep Learning Models.
Electronics, 10 (3), 308. https://doi.org/10.3390/electronics10030308 
Minaee, S. , Abdolrashidi, A. , Su, H. , Bennamoun, M. , & Zhang, D. (2023). Biometrics
Recognition Using Deep Learning: A Survey. Artificial Intelligence Review, 56 (8), 8647–8695.
https://doi.org/10.1007/s10462-022-10237-x 
Modak, S. K. S. , & Jha, V. K. (2019). Multibiometric Fusion Strategy and Its Applications: A
Review. Information Fusion, 49 , 174–204. https://doi.org/10.1016/j.inffus.2018.11.018 
Mohamed, N. , Mustafa, M. B. , & Jomhari, N. (2021). A Review of the Hand Gesture
Recognition System: Current Progress and Future Directions. IEEE Access, 9 ,
157422–157436. https://doi.org/10.1109/ACCESS.2021.3129650 
Octatco . (2022). What is Signature recognition? https://octatco.com/bloge=19 
Ortiz, N. , Hernandez, R. D. , Jimenez, R. , Mauledeoux, M. , & Aviles, O. (2018). Survey of
Biometric Pattern Recognition via Machine Learning Techniques. Contemporary Engineering
Sciences, 11 (34), 1677–1694. https://doi.org/10.12988/ces.2018.84166 
Oudah, M. , Al-Naji, A. , & Chahl, J. (2020). Hand Gesture Recognition Based on Computer
Vision: A Review of Techniques. Journal of Imaging, 6 (8), 73.
https://doi.org/10.3390/jimaging6080073 
Parkavi, R. , Chandeesh Babu, K. R. , & Kumar, J. A. (2017). Multimodal Biometrics for user
authentication. 2017 11th International Conference on Intelligent Systems and Control (ISCO),
501–505. i 
Pragati, B. (2022). Handwriting Recognition: Definition, Techniques & Uses.
https://www.v7labs.com/blog/handwriting-recognition-guide#what-is-handwriting-recognition 
Sengar, S. S. , Hariharan, U. , & Rajkumar, K. (2020). Multimodal Biometric Authentication
System using Deep Learning Method. 2020 International Conference on Emerging Smart
Computing and Informatics (ESCI), 309–312. https://doi.org/10.1109/ESCI48226.2020.9167512 
Soelistio, E. A. , Hananto Kusumo, R. E. , Martan, Z. V. , & Irwansyah, E. (2021). A Review of
Signature Recognition Using Machine Learning. 2021 1st International Conference on
Computer Science and Artificial Intelligence (ICCSAI), 219–223.
https://doi.org/10.1109/ICCSAI53272.2021.9609732 
Teo, M.-E. , Chong, L.-Y. , & Chong, S.-C. (2024). Fusion-Based 2.5D Face Recognition
System. Journal of Telecommunications and the Digital Economy, 12 (1), 19–38.
https://doi.org/10.18080/jtde.v12n1.770 

 
Artificial Intelligence in Digital Marketing Analytics 
Charalampidis, D. (2023). Visualizing population structures by multidimensional scaling of
smoothed PCA-transformed data. IEEE Access, 11 , 13594–13604.
http://doi.org/10.1109/ACCESS.2023.3243573 
Chodak, G. , Suchacka, G. , & Chawla, Y. (2020). HTTP-level e-commerce data based on
server access logs for an online store. Computer networks, 183 , 107589.
http://doi.org/10.1016/j.comnet.2020.107589 
Cioppi, M. , Curina, I. , Francioni, B. , & Savelli, E. (2023). Digital transformation and marketing:
a systematic and thematic literature review. Italian Journal of Marketing, 2023 (2), 207–288.
http://doi.org/10.1007/s43039-023-00067-2 
Das, S. , & Nayak, J. (2022). Customer segmentation via data mining techniques: state-of-the-
art review. Computational Intelligence in Data Mining: Proceedings of ICCIDM 2021 , 489–507.
http://doi.org/10.1007/978-981-16-9447-9_38 
Hicham, N. , Nassera, H. , & Karim, S. (2023). Strategic framework for leveraging artificial
intelligence in future marketing decision-making. Journal of Intelligent Management Decision, 2
(3), 139–150. http://doi.org/10.56578/jimd020304



Ikhsana, M. C. , Astutib, V. S. , Wijayac, A. A. , Finuliyahd, F. , & Qulube, A. M. (2022). Does
paid promote influences user frequency to purchase? An analysis using aida dimension.
Airlangga Journal of Innovation Management, 3 (2), 114–122.
https://doi.org/10.20473/ajim.v3i2.20460 
Lee, T. W. , Ong, L. Y. , & Leow, M. C. (2023). Experimental study using unsupervised anomaly
detection on server resources monitoring. In 2023 11th International Conference on Information
and Communication Technology (ICoICT) (pp. 517–522). IEEE.
http://doi.org/10.1109/ICoICT58202.2023.10262795 
Leow, K. R. , Leow, M. C. , & Ong, L. Y. (2023). A new big data processing framework for the
online roadshow. Big Data and Cognitive Computing, 7 (3), 123.
http://doi.org/10.3390/bdcc7030123 
Lim, S. T. , Ong, L. Y. , & Leow, M. C. (2023a). New RFI model for behavioral audience
segmentation in Wi-Fi advertising system. Future Internet, 15 (11), 351.
http://doi.org/10.3390/fi15110351 
Lim, Z. Y. , Ong, L. Y. , & Leow, M. C. (2021a). A review on clustering techniques: Creating
better user experience for online roadshow. Future Internet, 13 (9), 233.
http://doi.org/10.3390/fi13090233 
Lim, Z. Y. , Ong, L. Y. , & Leow, M. C. (2021b). Experimental study on predictive modeling in
the gamification marketing application. In Advances and Trends in Artificial Intelligence. From
Theory to Practice: 34th International Conference on Industrial, Engineering and Other
Applications of Applied Intelligent Systems, IEA/AIE 2021, Kuala Lumpur, Malaysia, July 26–29,
2021, Proceedings, Part II 34 (pp. 379–390). Springer International Publishing.
http://doi.org/10.1007/978-3-030-79463-7_32 
Lim, Z. Y. , Ong, L. Y. , & Leow, M. C. (2023b). Cluster-n-engage: A new framework for
measuring user engagement of website with user navigational behavior. IEEE Access.
http://doi.org/10.1109/ACCESS.2023.3322958 
Mallikharjuna Rao, K. , Saikrishna, G. , & Supriya, K. (2023). Data preprocessing techniques:
emergence and selection towards machine learning models-a practical review using HPA
dataset. Multimedia Tools and Applications, 82 (24), 37177–37196.
http://doi.org/10.1007/s11042-023-15087-5 
Pantouvakis, A. , & Gerou, A. (2022). The theoretical and practical evolution of customer
journey and its significance in services sustainability. Sustainability, 14 (15), 9610.
http://doi.org/10.3390/su14159610 
Rosário, A. , & Raimundo, R. (2021). Consumer marketing strategy and E-commerce in the last
decade: a literature review. Journal of theoretical and applied electronic commerce research, 16
(7), 3003–3024. http://doi.org/10.3390/jtaer16070164 
Sakas, D. P. , & Reklitis, D. P. (2021). The impact of organic traffic of crowdsourcing platforms
on airlines’ website traffic and user engagement. Sustainability, 13 (16), 8850.
http://doi.org/10.3390/su13168850 
Tan, Y. F. , Ong, L. Y. , Leow, M. C. , & Goh, Y. X. (2021). Exploring time-series forecasting
models for dynamic pricing in digital signage advertising. Future Internet, 13 (10), 241.
http://doi.org/10.3390/fi13100241 
Wong, S. Y. , Ong, L. Y. , & Leow, M. C. (2024). AIDA-based customer segmentation with user
journey analysis for Wi-Fi advertising system. IEEE Access.
http://doi.org/10.1109/ACCESS.2024.3424833 
Ziakis, C. , & Vlachopoulou, M. (2023). Artificial intelligence in digital marketing: Insights from a
comprehensive review. Information, 14 (12), 664. http://doi.org/10.3390/info14120664 

 
Churn Prediction Using Machine Learning in Telecommunication
Industry 
Agarwal, V. , Taware, S. , Yadav, S.A. , Gangodkar, D. , Rao, A. , Srivastav, V.K. , 2022.
Customer - Churn Prediction Using Machine Learning, in: 2022 2nd International Conference on
Technological Advancements in Computational Sciences (ICTACS), IEEE, Tashkent,
Uzbekistan, pp. 893–899. https://doi.org/10.1109/ICTACS56270.2022.9988187



Ahmed, U. , Khan, A. , Khan, S.H. , Basit, A. , Haq, I.U. , Lee, Y.S. , n.d. Transfer Learning and
Meta Classification Based Deep Churn Prediction System for Telecom Industry. 
Alboukaey, N. , Joukhadar, A. , Ghneim, N. , 2020. Dynamic behavior based churn prediction in
mobile telecom. Expert Syst. Appl. 162, 113779. https://doi.org/10.1016/j.eswa.2020.113779 
Aravinda, N.L. , Reddy, R.A. , Dhandayuthapani V B ., Nayak, J.P.R. , Husseen, A ., 2024.
Customer Churn Prediction in the Telecom Sector with Machine Learning and Adaptive k-
Means Cluster using Imbalance Data, in: 2024 International Conference on Distributed
Computing and Optimization Techniques (ICDCOT), IEEE, Bengaluru, India, pp. 1–5.
https://doi.org/10.1109/ICDCOT61034.2024.10515832 
Bhuse, P. , Gandhi, A. , Meswani, P. , Muni, R. , Katre, N. , 2020. Machine Learning Based
Telecom-Customer Churn Prediction, in: 2020 3rd International Conference on Intelligent
Sustainable Systems (ICISS), IEEE, Thoothukudi, India, pp. 1297–1301.
https://doi.org/10.1109/ICISS49785.2020.9315951 
CrowdAnalytix Community , 2012. CrowdAnalytix(BigML) Telco Churn Dataset.
https://www.crowdanalytix.com/community 
De Caigny, A. , Coussement, K. , De Bock, K.W. , Lessmann, S. , 2020. Incorporating textual
information in customer churn prediction models based on a convolutional neural network. Int. J.
Forecast. 36, 1563–1578. https://doi.org/10.1016/j.ijforecast.2019.03.029 
Gore, S. , Chibber, Y. , Bhasin, M. , Mehta, S. , Suchitra, S. , 2023. Customer Churn Prediction
using Neural Networks and SMOTE-ENN for Data Sampling, in: 2023 3rd International
Conference on Artificial Intelligence and Signal Processing (AISP), IEEE, VIJAYAWADA, India,
pp. 1–5. https://doi.org/10.1109/AISP57993.2023.10134827 
Hu, J. , Zhuang, Y. , Yang, J. , Lei, L. , Huang, M. , Zhu, R. , Dong, S. , 2018. pRNN: A
Recurrent Neural Network based Approach for Customer Churn Prediction in
Telecommunication Sector, in: 2018 IEEE International Conference on Big Data (Big Data),
IEEE, Seattle, WA, USA, pp. 4081–4085. https://doi.org/10.1109/BigData.2018.8622094 
IBM Watson , 2019. IBM Watson Customer Churn Dataset.
https://community.ibm.com/community/user/businessanalytics/blogs/steven-
macko/2019/07/11/telco-customer-churn-1113 
Karanovic, M. , Popovac, M. , Sladojevic, S. , Arsenovic, M. , Stefanovic, D. , 2018.
Telecommunication Services Churn Prediction - Deep Learning Approach, in: 2018 26th
Telecommunications Forum (TELFOR). Presented at the 2018 26th Telecommunications Forum
(TELFOR), IEEE, Belgrade, pp. 420–425. https://doi.org/10.1109/TELFOR.2018.8612067 
Khan, Y. , Shafiq, S. , Naeem, A. , Ahmed, S. , Safwan, N. , Hussain, S. , 2019. Customers
Churn Prediction using Artificial Neural Networks (ANN) in Telecom Industry. Int. J. Adv.
Comput. Sci. Appl. 10. https://doi.org/10.14569/IJACSA.2019.0100918 
Khattak, A. , Mehak, Z. , Ahmad, H. , Asghar, M.U. , Asghar, M.Z. , Khan, A. , 2023. Customer
churn prediction using composite deep learning technique. Sci. Rep. 13, 17294.
https://doi.org/10.1038/s41598-023-44396-w 
Kimura, T. , 2022. Customer churn prediction with hybrid resampling and ensemble learning 25. 
Koçoğlu, F.Ö. , Özcan, T. , 2022. A grid search optimized extreme learning machine approach
for customer churn prediction. J. Eng. Res. https://doi.org/10.36909/jer.16771 
Kumar, S. D. C. , 2016. A Survey on Customer Churn Prediction using Machine Learning
Techniques. Int. J. Comput. Appl. 154, 13–16. https://doi.org/10.5120/ijca2016912237 
Latheef, J. , Vineetha, S. , 2021. LSTM Model to Predict Customer Churn in Banking Sector
with SMOTE Data Preprocessing, in: 2021 2nd International Conference on Advances in
Computing, Communication, Embedded and Secure Systems (ACCESS), in: 2021 2nd
International Conference on Advances in Computing, Communication, Embedded and Secure
Systems (ACCESS), IEEE, Ernakulam, India, pp. 86–90.
https://doi.org/10.1109/ACCESS51619.2021.9563347 
Mishra, A. , Reddy, U.S. , 2017. A Novel Approach for Churn Prediction Using Deep Learning,
in: 2017 IEEE International Conference on Computational Intelligence and Computing Research
(ICCIC), in: 2017 IEEE International Conference on Computational Intelligence and Computing
Research (ICCIC), IEEE, Coimbatore, pp. 1–4. https://doi.org/10.1109/ICCIC.2017.8524551 
Patel, A. , Kumar, A.G. , 2023. Predicting Customer Churn In Telecom Industry: A Machine
Learning Approach For Improving Customer Retention, in: 2023 IEEE 11th Region 10
Humanitarian Technology Conference (R10-HTC), IEEE, Rajkot, India, pp. 558–561.
https://doi.org/10.1109/R10-HTC57504.2023.10461822



Qutub, A. , Al-Mehmadi, A. , Al-Hssan, M. , Aljohani, R. , Alghamdi, H.S. , 2021. Prediction of
Employee Attrition Using Machine Learning and Ensemble Methods. Int. J. Mach. Learn.
Comput. 11, 110–114. https://doi.org/10.18178/ijmlc.2021.11.2.1022 
Saha, L. , Tripathy, H.K. , Gaber, T. , El-Gohary, H. , El-Kenawy, E.-S.M. , 2023. Deep Churn
Prediction Method for Telecommunication Industry. Sustainability 15, 4543.
https://doi.org/10.3390/su15054543 
Saha, S. , Haque, Md.M. , Alam, Md.G.R. , Talukder, A. , 2024. ChurnNet: Deep Learning
Enhanced Customer Churn Prediction in Telecommunication Industry. IEEE Access 12,
4471–4484. https://doi.org/10.1109/ACCESS.2024.3349950 
Seymen, O.F. , Dogan, O. , Hiziroglu, A. , 2021. Customer Churn Prediction Using Deep
Learning, in: Abraham, A. , Ohsawa, Y. , Gandhi, N. , Jabbar, M.A. , Haqiq, A. , McLoone, S. ,
Issac, B. (Eds.), Proceedings of the 12th International Conference on Soft Computing and
Pattern Recognition (SoCPaR 2020), Advances in Intelligent Systems and Computing. Springer
International Publishing, Cham, pp. 520–529. https://doi.org/10.1007/978-3-030-73689-7_50 
Seymen, O.F. , Ölmez, E. , Doğan, O. , Er, O. , Hiziroğlu, K. , 2023. Customer Churn Prediction
Using Ordinary Artificial Neural Network and Convolutional Neural Network Algorithms: A
Comparative Performance Assessment. Gazi Univ. J. Sci. 36, 720–733.
https://doi.org/10.35378/gujs.992738 
Umayaparvathi, V. , Iyakutti, K. , n.d. Automated Feature Selection and Churn Prediction using
Deep Learning Models 04. 
Yu, W. , Weng, W. , 2022. Customer Churn Prediction Based on Machine Learning, in: 2022 4th
International Conference on Artificial Intelligence and Advanced Manufacturing (AIAM).
Presented at the 2022 4th International Conference on Artificial Intelligence and Advanced
Manufacturing (AIAM), IEEE, Hamburg, Germany, pp. 870–878.
https://doi.org/10.1109/AIAM57466.2022.00176 

 
Artificial Intelligence in Bioinformatics and -omics 
Abdelwahab, O. , Belzile, F. , & Torkamaneh, D. (2023). Performance analysis of conventional
and AI-based variant callers using short and long reads. BMC Bioinformatics, 24 (1), 472.
https://doi.org/10.1186/s12859-023-05596-3 
Abramson, J. , Adler, J. , Dunger, J. , Evans, R. , Green, T. , Pritzel, A. , Ronneberger, O. ,
Willmore, L. , Ballard, A. J. , Bambrick, J. , Bodenstein, S. W. , Evans, D. A. , Hung, C.-C. ,
O'Neill, M. , Reiman, D. , Tunyasuvunakool, K. , Wu, Z. , Žemgulytė, A. , Arvaniti, E. , …
Jumper, J. M. (2024). Accurate structure prediction of biomolecular interactions with AlphaFold
3. Nature, 630 (8016), 493–500. https://doi.org/10.1038/s41586-024-07487-w 
Agarwal, G. , Kudapa, H. , Ramalingam, A. , Choudhary, D. , Sinha, P. , Garg, V. , Singh, V. K. ,
Patil, G. B. , Pandey, M. K. , Nguyen, H. T. , Guo, B. , Sunkar, R. , Niederhuth, C. E. , &
Varshney, R. K. (2020). Epigenetics and epigenomics: Underlying mechanisms, relevance, and
implications in crop improvement. Functional & Integrative Genomics, 20 (6), 739–761.
https://doi.org/10.1007/s10142-020-00756-7 
Ahmed, Z. , Wan, S. , Zhang, F. , & Zhong, W. (2024). Artificial intelligence for omics data
analysis. BMC Methods, 1 (1), 4. https://doi.org/10.1186/s44330-024-00004-5 
Ahsan, M. U. , Liu, Q. , Fang, L. , & Wang, K. (2021). NanoCaller for accurate detection of
SNPs and indels in difficult-to-map regions from long-read sequencing by haplotype-aware
deep neural networks. Genome Biology, 22 (1), 261. https://doi.org/10.1186/s13059-021-02472-
2 
Ai In Bioinformatics Market Size, Demand & Industry Research By 2030 . (n.d.). Data bridge
market research. Retrieved false August 30, 2024 , from
https://www.databridgemarketresearch.com/reports/global-ai-in-bioinformatics-market 
Amas, J. C. , Thomas, W. J. W. , Zhang, Y. , Edwards, D. , & Batley, J. (2023). Key advances in
the new era of genomics-assisted disease resistance improvement of Brassica Species.
Phytopathology®, 113 (5), 771–785. https://doi.org/10.1094/PHYTO-08-22-0289-FI 
Angermueller, C. , Lee, H. J. , Reik, W. , & Stegle, O. (2017). DeepCpG: Accurate prediction of
single-cell DNA methylation states using deep learning. Genome Biology, 18 (1), 67.
https://doi.org/10.1186/s13059-017-1189-z



Anwardeen, N. R. , Diboun, I. , Mokrab, Y. , Althani, A. A. , & Elrayess, M. A. (2023). Statistical
methods and resources for biomarker discovery using metabolomics. BMC Bioinformatics, 24
(1), 250. https://doi.org/10.1186/s12859-023-05383-0 
Aslam, B. , Basit, M. , Nisar, M. A. , Khurshid, M. , & Rasool, M. H. (2017). Proteomics:
Technologies and their applications. Journal of Chromatographic Science, 55 (2), 182–196.
https://doi.org/10.1093/chromsci/bmw167 
Astarita, G. , Kelly, R. S. , & Lasky-Su, J. (2023). Metabolomics and lipidomics strategies in
modern drug discovery and development. Drug Discovery Today, 28 (10), 103751.
https://doi.org/10.1016/j.drudis.2023.103751 
Ballard, J. L. , Wang, Z. , Li, W. , Shen, L. , & Long, Q. (2024). Deep learning-based
approaches for multi-omics data integration and analysis. BioData Mining, 17 (1), 38.
https://doi.org/10.1186/s13040-024-00391-z 
Bazarkin, A. , Morozov, A. , Androsov, A. , Fajkovic, H. , Rivas, J. G. , Singla, N. , Koroleva, S. ,
Teoh, J. Y.-C. , Zvyagin, A. V. , Shariat, S. F. , Somani, B. , & Enikeev, D. (2024). Assessment
of prostate and bladder cancer genomic biomarkers using artificial intelligence: A systematic
review. Current Urology Reports, 25 (1), 19–35. https://doi.org/10.1007/s11934-023-01193-2 
Birhanu, A. G. (2023). Mass spectrometry-based proteomics as an emerging tool in clinical
laboratories. Clinical Proteomics, 20 (1), 32. https://doi.org/10.1186/s12014-023-09424-x 
Botlagunta, M. , Botlagunta, M. D. , Myneni, M. B. , Lakshmi, D. , Nayyar, A. , Gullapalli, J. S. ,
& Shah, M. A. (2023). Classification and diagnostic prediction of breast cancer metastasis on
clinical data using machine learning algorithms. Scientific Reports, 13 (1), 485.
https://doi.org/10.1038/s41598-023-27548-w 
Bouckaert, R. , Vaughan, T. G. , Barido-Sottani, J. , Duchêne, S. , Fourment, M. ,
Gavryushkina, A. , Heled, J. , Jones, G. , Kühnert, D. , De Maio, N. , Matschiner, M. , Mendes,
F. K. , Müller, N. F. , Ogilvie, H. A. , du Plessis, L. , Popinga, A. , Rambaut, A. , Rasmussen, D. ,
Siveroni, I. , … Drummond, A. J. (2019). BEAST 2.5: An advanced software platform for
Bayesian evolutionary analysis. PLoS Computational Biology, 15 (4), e1006650.
https://doi.org/10.1371/journal.pcbi.1006650 
Buenrostro, J. , Wu, B. , Chang, H. , & Greenleaf, W. (2015). ATAC-seq: A method for assaying
chromatin accessibility genome-wide. Current Protocols in Molecular Biology / Edited by
Frederick M. Ausubel … [et Al.], 109 , 21.29.1.
https://doi.org/10.1002/0471142727.mb2129s109 
Chachar, Z. , Fan, L. , Chachar, S. , Ahmed, N. , Narejo, M.-N. , Ahmed, N. , Lai, R. , & Qi, Y.
(2024). Genetic and genomic pathways to improved wheat (Triticum aestivum L.) yields: A
review. Agronomy, 14 (6), Article 6. https://doi.org/10.3390/agronomy14061201 
Challa, S. , & Neelapu, N. R. R. (2019). Phylogenetic trees: Applications, construction, and
assessment. In K. R. Hakeem , N. A. Shaik , B. Banaganapalli , & R. Elango (Eds.), Essentials
of Bioinformatics, Volume III: In Silico Life Sciences: Agriculture (pp. 167–192). Springer
International Publishing. https://doi.org/10.1007/978-3-030-19318-8_10 
Chang, P. , Grinband, J. , Weinberg, B. D. , Bardis, M. , Khy, M. , Cadena, G. , Su, M.-Y. , Cha,
S. , Filippi, C. G. , Bota, D. , Baldi, P. , Poisson, L. M. , Jain, R. , & Chow, D. (2018). Deep-
learning convolutional neural networks accurately classify genetic mutations in gliomas. AJNR:
American Journal of Neuroradiology, 39 (7), 1201–1207. https://doi.org/10.3174/ajnr.A5667 
Chawla, S. , Rockstroh, A. , Lehman, M. , Ratther, E. , Jain, A. , Anand, A. , Gupta, A. ,
Bhattacharya, N. , Poonia, S. , Rai, P. , Das, N. , Majumdar, A. , Jayadeva, Ahuja G. , Hollier B.
G. , Nelson C. C. , & Sengupta D. (2022). Gene expression based inference of cancer drug
sensitivity. Nature Communications, 13 (1), 5680. https://doi.org/10.1038/s41467-022-33291-z 
Chen, H. , Yang, W. , & Ji, Z. (2023). Machine learning-based identification of tumor-infiltrating
immune cell-associated model with appealing implications in improving prognosis and
immunotherapy response in bladder cancer patients. Frontiers in Immunology, 14 .
https://doi.org/10.3389/fimmu.2023.1171420 
Chen, Z. , Li, S. , Subramaniam, S. , Shyy, J. Y.-J. , & Chien, S. (2017). Epigenetic regulation: A
new frontier for biomedical engineers. Annual Review of Biomedical Engineering, 19 , 195–219.
https://doi.org/10.1146/annurev-bioeng-071516-044720 
Clarridge, J. E. (2004). Impact of 16S rRNA gene sequence analysis for identification of bacteria
on clinical microbiology and infectious diseases. Clinical Microbiology Reviews, 17 (4),
840–862, table of contents. https://doi.org/10.1128/CMR.17.4.840-862.2004 
Cockrum, C. , Kaneshiro, K. R. , Rechtsteiner, A. , Tabuchi, T. M. , & Strome, S. (2020). A
primer for generating and using transcriptome data and gene sets. Development (Cambridge,



England), 147 (24), dev193854. https://doi.org/10.1242/dev.193854 
Costello, J. C. , Heiser, L. M. , Georgii, E. , Gönen, M. , Menden, M. P. , Wang, N. J. , Bansal,
M. , Ammad-Ud-Din, M. , Hintsanen, P. , Khan, S. A. , Mpindi, J.-P. , Kallioniemi, O. , Honkela,
A. , Aittokallio, T. , Wennerberg, K. , Collins, J. J. , Gallahan, D. , Singer, D. , Saez-Rodriguez,
J. , … Stolovitzky, G. (2014). A community effort to assess and improve drug sensitivity
prediction algorithms. Nature Biotechnology, 32 (12), 1202–1212.
https://doi.org/10.1038/nbt.2877 
Dang, Y. , Wang, W. , Lyu, A. , Wang, L. , & Ji, G. (2024). Editorial: Application of genomics and
epigenetics in disease and syndrome classification. Frontiers in Genetics, 15 .
https://doi.org/10.3389/fgene.2024.1421163 
Darie-Ion, L. , Whitham, D. , Jayathirtha, M. , Rai, Y. , Neagu, A.-N. , Darie, C. C. , & Petre, B.
A. (2022). Applications of MALDI-MS/MS-based proteomics in biomedical research. Molecules,
27 (19), 6196. https://doi.org/10.3390/molecules27196196 
Dias, R. , & Torkamani, A. (2019). Artificial intelligence in clinical and genomic diagnostics.
Genome Medicine, 11 (1), 70. https://doi.org/10.1186/s13073-019-0689-8 
Dong, Z. , & Chen, Y. (2013). Transcriptomics: Advances and approaches. Science China Life
Sciences, 56 (10), 960–967. https://doi.org/10.1007/s11427-013-4557-2 
Edgar, R. C. (2004). MUSCLE: Multiple sequence alignment with high accuracy and high
throughput. Nucleic Acids Research, 32 (5), 1792–1797. https://doi.org/10.1093/nar/gkh340 
Fallet, M. , Blanc, M. , Di Criscio, M. , Antczak, P. , Engwall, M. , Guerrero Bosagna, C. , Rüegg,
J. , & Keiter, S. H. (2023). Present and future challenges for the investigation of
transgenerational epigenetic inheritance. Environment International, 172 , 107776.
https://doi.org/10.1016/j.envint.2023.107776 
Freed, D. , Pan, R. , Chen, H. , Li, Z. , Hu, J. , & Aldana, R. (2022). DNAscope: High accuracy
small variant calling using machine learning (p. 2022.05.20.492556). bioRxiv.
https://doi.org/10.1101/2022.05.20.492556 
Galal, A. , Talal, M. , & Moustafa, A. (2022). Applications of machine learning in metabolomics:
Disease modeling and classification. Frontiers in Genetics, 13 .
https://doi.org/10.3389/fgene.2022.1017340 
Gao, F. , Huang, K. , & Xing, Y. (2022). Artificial intelligence in omics. Genomics, Proteomics &
Bioinformatics, 20 (5), 811–813. https://doi.org/10.1016/j.gpb.2023.01.002 
Goldman, A. D. , & Landweber, L. F. (2016). What is a genome? PLOS Genetics, 12 (7),
e1006181. https://doi.org/10.1371/journal.pgen.1006181 
Greco, V. , Piras, C. , Pieroni, L. , Ronci, M. , Putignani, L. , Roncada, P. , & Urbani, A. (2018).
Applications of MALDI-TOF mass spectrometry in clinical proteomics. Expert Review of
Proteomics, 15 (8), 683–696. https://doi.org/10.1080/14789450.2018.1505510 
Guasch-Ferré, M. , Bhupathiraju, S. N. , & Hu, F. B. (2018). Use of metabolomics in improving
assessment of dietary intake. Clinical Chemistry, 64 (1), 82–98.
https://doi.org/10.1373/clinchem.2017.272344 
Hall, B. G. (2013). Building phylogenetic trees from molecular data with MEGA. Molecular
Biology and Evolution, 30 (5), 1229–1235. https://doi.org/10.1093/molbev/mst012 
Han, X. , Aslanian, A. , & Yates, J. R. (2008). Mass Spectrometry for Proteomics. Current
Opinion in Chemical Biology, 12 (5), 483–490. https://doi.org/10.1016/j.cbpa.2008.07.024 
Jumper, J. , Evans, R. , Pritzel, A. , Green, T. , Figurnov, M. , Ronneberger, O. ,
Tunyasuvunakool, K. , Bates, R. , Žídek, A. , Potapenko, A. , Bridgland, A. , Meyer, C. , Kohl, S.
A. A. , Ballard, A. J. , Cowie, A. , Romera-Paredes, B. , Nikolov, S. , Jain, R. , Adler, J. , …
Hassabis, D. (2021). Highly accurate protein structure prediction with AlphaFold. Nature, 596
(7873), 583–589. https://doi.org/10.1038/s41586-021-03819-2 
Jung, H. , Ventura, T. , Chung, J. S. , Kim, W.-J. , Nam, B.-H. , Kong, H. J. , Kim, Y.-O. , Jeon,
M.-S. , & Eyun, S. (2020). Twelve quick steps for genome assembly and annotation in the
classroom. PLOS Computational Biology, 16 (11), e1008325.
https://doi.org/10.1371/journal.pcbi.1008325 
Katoh, K. , & Standley, D. M. (2013). MAFFT multiple sequence alignment software version 7:
Improvements in performance and usability. Molecular Biology and Evolution, 30 (4), 772–780.
https://doi.org/10.1093/molbev/mst010 
Kircher, M. , Witten, D. M. , Jain, P. , O'Roak, B. J. , Cooper, G. M. , & Shendure, J. (2014). A
general framework for estimating the relative pathogenicity of human genetic variants. Nature
Genetics, 46 (3), 310–315. https://doi.org/10.1038/ng.2892



Koboldt, D. C. (2020). Best practices for variant calling in clinical sequencing. Genome
Medicine, 12 (1), 91. https://doi.org/10.1186/s13073-020-00791-w 
Kosov, S. , Shirahama, K. , Li, C. , & Grzegorzek, M. (2018). Environmental microorganism
classification using conditional random fields and deep convolutional neural networks. Pattern
Recognition, 77 , 248–261. https://doi.org/10.1016/j.patcog.2017.12.021 
Lander, E. S. , Linton, L. M. , Birren, B. , Nusbaum, C. , Zody, M. C. , Baldwin, J. , Devon, K. ,
Dewar, K. , Doyle, M. , FitzHugh, W. , Funke, R. , Gage, D. , Harris, K. , Heaford, A. , Howland,
J. , Kann, L. , Lehoczky, J. , LeVine, R. , McEwan, P. , … The Wellcome Trust (2001). Initial
sequencing and analysis of the human genome. Nature, 409 (6822), 860–921.
https://doi.org/10.1038/35057062 
Ledford, H. (2007). All about Craig: The first “full” genome sequence. Nature, 449 (7158), 6–7.
https://doi.org/10.1038/449006a 
Lee, M. (2023). Deep Learning Techniques with Genomic Data in Cancer Prognosis: A
Comprehensive Review of the 2021–2023 Literature. Biology, 12 (7), Article 7.
https://doi.org/10.3390/biology12070893 
Lee, S. , Kerns, S. , Ostrer, H. , Rosenstein, B. , Deasy, J. O. , & Oh, J. H. (2018). Machine
learning on a genome-wide association study to predict late genitourinary toxicity after prostate
radiation therapy. International Journal of Radiation Oncology, Biology, Physics, 101 (1),
128–135. https://doi.org/10.1016/j.ijrobp.2018.01.054 
Li, H. , Handsaker, B. , Wysoker, A. , Fennell, T. , Ruan, J. , Homer, N. , Marth, G. , Abecasis,
G. , Durbin, R. , & 1000 Genome Project Data Processing Subgroup . (2009). The Sequence
Alignment/Map format and SAMtools. Bioinformatics (Oxford, England), 25 (16), 2078–2079.
https://doi.org/10.1093/bioinformatics/btp352 
Li, Z. , Wang, Y. , & Wang, F. (2018). A study on fast calling variants from next-generation
sequencing data using decision tree. BMC Bioinformatics, 19 (1), 145.
https://doi.org/10.1186/s12859-018-2147-9 
Liu, Z. , Chen, Q. , Lan, W. , Pan, H. , Hao, X. , & Pan, S. (2021). GADTI: Graph Autoencoder
Approach for DTI Prediction From Heterogeneous Network. Frontiers in Genetics, 12 .
https://doi.org/10.3389/fgene.2021.650821 
Lourenço, V. M. , Ogutu, J. O. , Rodrigues, R. A. P. , Posekany, A. , & Piepho, H.-P. (2024).
Genomic prediction using machine learning: A comparison of the performance of regularized
regression, ensemble, instance-based and deep learning methods on synthetic and empirical
data. BMC Genomics, 25 (1), 152. https://doi.org/10.1186/s12864-023-09933-x 
Lowe, R. , Shirley, N. , Bleackley, M. , Dolan, S. , & Shafee, T. (2017). Transcriptomics
technologies. PLOS Computational Biology, 13 (5), e1005457.
https://doi.org/10.1371/journal.pcbi.1005457 
Ma, S. , Zhang, B. , LaFave, L. M. , Earl, A. S. , Chiang, Z. , Hu, Y. , Ding, J. , Brack, A. ,
Kartha, V. K. , Tay, T. , Law, T. , Lareau, C. , Hsu, Y.-C. , Regev, A. , & Buenrostro, J. D.
(2020). Chromatin Potential Identified by shared single-cell profiling of RNA and Chromatin.
Cell, 183 (4), 1103–1116. https://doi.org/10.1016/j.cell.2020.09.056 
Magro, D. , Venezia, M. , & Rita Balistreri, C. (2024). The omics technologies and liquid
biopsies: Advantages, limitations, applications. Medicine in Omics, 11 , 100039.
https://doi.org/10.1016/j.meomic.2024.100039 
Maurya, N. S. , Kushwaha, S. , Chawade, A. , & Mani, A. (2021). Transcriptome profiling by
combined machine learning and statistical R analysis identifies TMEM236 as a potential novel
diagnostic biomarker for colorectal cancer. Scientific Reports, 11 (1), 14304.
https://doi.org/10.1038/s41598-021-92692-0 
McKenna, A. , Hanna, M. , Banks, E. , Sivachenko, A. , Cibulskis, K. , Kernytsky, A. , Garimella,
K. , Altshuler, D. , Gabriel, S. , Daly, M. , & DePristo, M. A. (2010). The genome analysis toolkit:
A MapReduce framework for analyzing next-generation DNA sequencing data. Genome
Research, 20 (9), 1297–1303. https://doi.org/10.1101/gr.107524.110 
McLendon, R. , Friedman, A. , Bigner, D. , Van Meir, E. G. , Brat, D. J. M. , Mastrogianakis, G. ,
Olson, J. J. , Mikkelsen, T. , Lehman, N. , Aldape, K. , Alfred Yung, W. K. , Bogler, O. ,
VandenBerg, S. , Berger, M. , Prados, M. , Muzny, D. , Morgan, M. , Scherer, S. , Sabo, A. , …
National Human Genome Research Institute . (2008). Comprehensive genomic characterization
defines human glioblastoma genes and core pathways. Nature, 455 (7216), 1061–1068.
https://doi.org/10.1038/nature07385 
Micheel, C. M. , Nass, S. J. , Omenn, G. S. , Trials, C . (2012). Omics-based clinical discovery:
Science, technology, and applications. In Evolution of Translational Omics: Lessons Learned



and the Path Forward. National Academies Press (US).
https://www.ncbi.nlm.nih.gov/books/NBK202165/ 
Min, E. K. , Lee, A. N. , Lee, J.-Y. , Shim, I. , Kim, P. , Kim, T.-Y. , Kim, K.-T. , & Lee, S. (2021).
Advantages of omics technology for evaluating cadmium toxicity in zebrafish. Toxicological
Research, 37 (4), 395–403. https://doi.org/10.1007/s43188-020-00082-x 
Moniuk . (2024). Metabolomics in personalized nutrition: Identifying biomarkers for dietary
interventions. 13 (3). https://doi.org/10.4172/2168-9652.1000465 
Mukherjee, S. , Kumar, P. , Saini, R. , Roy, P. , Dogra, D. P. , & Kim, B.-G. (2017). Plant
Disease Identification using Deep Neural Networks. J. Multim. Inf. Syst.
https://www.semanticscholar.org/paper/Plant-Disease-Identification-using-Deep-Neural-
Mukherjee-Kumar/91713deff92c335342e12d7f750584b1537930d2 
Nadeau, R. , Byvsheva, A. , & Lavallée-Adam, M. (2021). PIGNON: A protein–protein
interaction-guided functional enrichment analysis for quantitative proteomics. BMC
Bioinformatics, 22 (1), 302. https://doi.org/10.1186/s12859-021-04042-6 
Nurk, S. , Koren, S. , Rhie, A. , Rautiainen, M. , Bzikadze, A. V. , Mikheenko, A. , Vollger, M. R. ,
Altemose, N. , Uralsky, L. , Gershman, A. , Aganezov, S. , Hoyt, S. J. , Diekhans, M. , Logsdon,
G. A. , Alonge, M. , Antonarakis, S. E. , Borchers, M. , Bouffard, G. G. , Brooks, S. Y. , …
Phillippy, A. M. (2022). The complete sequence of a human genome. Science, 376 (6588),
44–53. https://doi.org/10.1126/science.abj6987 
Partin, A. , Brettin, T. S. , Zhu, Y. , Narykov, O. , Clyde, A. , Overbeek, J. , & Stevens, R. L.
(2023). Deep learning methods for drug response prediction in cancer: Predominant and
emerging trends. Frontiers in Medicine, 10 , 1086097.
https://doi.org/10.3389/fmed.2023.1086097 
Poplin, R. , Chang, P.-C. , Alexander, D. , Schwartz, S. , Colthurst, T. , Ku, A. , Newburger, D. ,
Dijamco, J. , Nguyen, N. , Afshar, P. T. , Gross, S. S. , Dorfman, L. , McLean, C. Y. , & DePristo,
M. A. (2018). A universal SNP and small-indel variant caller using deep neural networks. Nature
Biotechnology, 36 (10), 983–987. https://doi.org/10.1038/nbt.4235 
Prins, B. P. , Leitsalu, L. , Pärna, K. , Fischer, K. , Metspalu, A. , Haller, T. , & Snieder, H.
(2021). Advances in genomic discovery and implications for personalized prevention and
medicine: Estonia as example. Journal of Personalized Medicine, 11 (5), Article 5.
https://doi.org/10.3390/jpm11050358 
Rainer, J. , Gatto, L. , & Weichenberger, C. X. (2019). ensembldb: An R package to create and
use Ensembl-based annotation resources. Bioinformatics, 35 (17), 3151–3153.
https://doi.org/10.1093/bioinformatics/btz031 
Rajawat, J. (2018). Transcriptomics. In P. Arivaradarajan & G. Misra (Eds.), Omics Approaches,
Technologies And Applications: Integrative Approaches For Understanding OMICS Data (pp.
39–56). Springer. https://doi.org/10.1007/978-981-13-2925-8_3 
Rentzsch, P. , Witten, D. , Cooper, G. M. , Shendure, J. , & Kircher, M. (2019). CADD:
Predicting the deleteriousness of variants throughout the human genome. Nucleic Acids
Research, 47 (D1), D886–D894. https://doi.org/10.1093/nar/gky1016 
Rost, B. , & Sander, C. (1993). Improved prediction of protein secondary structure by use of
sequence profiles and neural networks. Proceedings of the National Academy of Sciences of
the United States of America, 90 (16), 7558–7562. 
Rubin, A. J. , Parker, K. R. , Satpathy, A. T. , Qi, Y. , Wu, B. , Ong, A. J. , Mumbach, M. R. , Ji,
A. L. , Kim, D. S. , Cho, S. W. , Zarnegar, B. J. , Greenleaf, W. J. , Chang, H. Y. , & Khavari, P.
A. (2019). Coupled single-cell CRISPR screening and epigenomic profiling reveals causal gene
regulatory networks. Cell, 176 (1), 361–376. https://doi.org/10.1016/j.cell.2018.11.022 
Saada, B. , Zhang, T. , Siga, E. , Zhang, J. , & Magalhães Muniz, M. M. (2024). Whole-genome
alignment: Methods, challenges, and future directions. Applied Sciences, 14 (11), Article 11.
https://doi.org/10.3390/app14114837 
Salemi, M. , Schillaci, F. A. , Lanza, G. , Marchese, G. , Salluzzo, M. G. , Cordella, A. , Caniglia,
S. , Bruccheri, M. G. , Truda, A. , Greco, D. , Ferri, R. , & Romano, C. (2024). Transcriptome
Study in Sicilian Patients with Autism Spectrum Disorder. Biomedicines, 12 (7), Article 7.
https://doi.org/10.3390/biomedicines12071402 
Salzberg, S. L. (2019). Next-generation genome annotation: We still struggle to get it right.
Genome Biology, 20 (1), 92. https://doi.org/10.1186/s13059-019-1715-2 
Sandoval, J. , Heyn, H. , Moran, S. , Serra-Musach, J. , Pujana, M. A. , Bibikova, M. , & Esteller,
M. (2011). Validation of a DNA methylation microarray for 450,000 CpG sites in the human
genome. Epigenetics. https://doi.org/10.4161/epi.6.6.16196



Sanger, F. , Air, G. M. , Barrell, B. G. , Brown, N. L. , Coulson, A. R. , Fiddes, J. C. , Hutchison,
C. A. , Slocombe, P. M. , & Smith, M. (1977). Nucleotide sequence of bacteriophage φX174
DNA. Nature, 265 (5596), 687–695. https://doi.org/10.1038/265687a0 
Sayood, K. , & Otu, H. H. (2022). Introduction. In K. Sayood & H. H. Otu (Eds.), Bioinformatics:
A One Semester Course (pp. 1–9). Springer International Publishing.
https://doi.org/10.1007/978-3-031-20017-5_1 
Seemann, T. (2014). Prokka: Rapid prokaryotic genome annotation. Bioinformatics (Oxford,
England), 30 (14), 2068–2069. https://doi.org/10.1093/bioinformatics/btu153 
Smith, M. L. , & Hahn, M. W. (2023). Phylogenetic inference using generative adversarial
networks. Bioinformatics, 39 (9), btad543. https://doi.org/10.1093/bioinformatics/btad543 
Stanke, M. , Schöffmann, O. , Morgenstern, B. , & Waack, S. (2006). Gene prediction in
eukaryotes with a generalized hidden Markov model that uses hints from external sources. BMC
Bioinformatics, 7 (1), 62. https://doi.org/10.1186/1471-2105-7-62 
Staples, M. , Chan, L. , Si, D. , Johnson, K. , Whyte, C. , & Cao, R. (2019). Artificial intelligence
for bioinformatics: Applications in protein folding prediction. 2019 IEEE Technology &
Engineering Management Conference (TEMSCON), 1–8.
https://doi.org/10.1109/TEMSCON.2019.8813656 
Sun, M. , Shao, X. , & Wang, Y. (2018). Microarray Data Analysis for Transcriptome Profiling. In
Y. Wang & M. Sun (Eds.), Transcriptome Data Analysis: Methods and Protocols (pp. 17–33).
Springer. https://doi.org/10.1007/978-1-4939-7710-9_2 
Talukder, A. , Barham, C. , Li, X. , & Hu, H. (2020). Interpretation of deep learning in genomics
and epigenomics. Briefings in Bioinformatics, 22 (3), bbaa177.
https://doi.org/10.1093/bib/bbaa177 
Tatusova, T. , DiCuccio, M. , Badretdin, A. , Chetvernin, V. , Nawrocki, E. P. , Zaslavsky, L. ,
Lomsadze, A. , Pruitt, K. D. , Borodovsky, M. , & Ostell, J. (2016). NCBI prokaryotic genome
annotation pipeline. Nucleic Acids Research, 44 (14), 6614–6624.
https://doi.org/10.1093/nar/gkw569 
Tebani, A. , & Bekri, S. (2019). Paving the Way to Precision Nutrition Through Metabolomics.
Frontiers in Nutrition, 6 . https://doi.org/10.3389/fnut.2019.00041 
Thompson, J. D. , Gibson, T. J. , & Higgins, D. G. (2002). Multiple sequence alignment using
ClustalW and ClustalX. Current Protocols in Bioinformatics, Chapter 2, Unit 2.3.
https://doi.org/10.1002/0471250953.bi0203s00 
Tounta, V. , Liu, Y. , Cheyne, A. , & Larrouy-Maumus, G. (2021). Metabolomics in infectious
diseases and drug discovery. Molecular Omics, 17 (3), 376–393.
https://doi.org/10.1039/D1MO00017A 
Wang, C. , & Li, J. (2020). A Deep Learning Framework Identifies Pathogenic Noncoding
Somatic Mutations from Personal Prostate Cancer Genomes. Cancer Research, 80 (21),
4644–4654. https://doi.org/10.1158/0008-5472.CAN-20-1791 
Wang, X. , Zhong, Y. , & Ding, M. (2021). Repositioning Drugs to the Mitochondrial Fusion
Protein 2 by Three-Tunnel Deep Neural Network for Alzheimer’s Disease. Frontiers in Genetics,
12 . https://doi.org/10.3389/fgene.2021.638330 
Wei, L. , Niraula, D. , Gates, E. D. H. , Fu, J. , Luo, Y. , Nyflot, M. J. , Bowen, S. R. , El Naqa, I.
M. , & Cui, S. (2023). Artificial intelligence (AI) and machine learning (ML) in precision oncology:
A review on enhancing discoverability through multiomics integration. British Journal of
Radiology, 96 (1150), 20230211. https://doi.org/10.1259/bjr.20230211 
Wekesa, J. S. , & Kimwele, M. (2023). A review of multi-omics data integration through deep
learning approaches for disease diagnosis, prognosis, and treatment. Frontiers in Genetics, 14 .
https://doi.org/10.3389/fgene.2023.1199087 
Wytock, T. P. , & Motter, A. E. (2024). Cell reprogramming design by transfer learning of
functional transcriptional networks. Proceedings of the National Academy of Sciences, 121 (11),
e2312942121. https://doi.org/10.1073/pnas.2312942121 
Xie, J. , Zhang, L. , & Xiao, M. (2020). A Review of Artificial Intelligence Applications in Bacterial
Genomics. 2020 IEEE International Conference on Bioinformatics and Biomedicine (BIBM),
1870–1876. https://doi.org/10.1109/BIBM49941.2020.9313323 
Xie, T. , & Zhang, C. (2023). ARTree: A Deep Autoregressive Model for Phylogenetic Inference
(arXiv:2310.09553). arXiv. http://arxiv.org/abs/2310.09553 
You, Y. , Fu, Y. , Li, L. , Zhang, Z. , Jia, S. , Lu, S. , Ren, W. , Liu, Y. , Xu, Y. , Liu, X. , Jiang, F. ,
Peng, G. , Sampath Kumar, A. , Ritchie, M. E. , Liu, X. , & Tian, L. (2024). Systematic
comparison of sequencing-based spatial transcriptomic methods. Nature Methods, 21 (9),



1743–1754. https://doi.org/10.1038/s41592-024-02325-3 
Zanti, M. , Michailidou, K. , Loizidou, M. A. , Machattou, C. , Pirpa, P. , Christodoulou, K. ,
Spyrou, G. M. , Kyriacou, K. , & Hadjisavvas, A. (2021). Performance evaluation of pipelines for
mapping, variant calling and interval padding, for the analysis of NGS germline panels. BMC
Bioinformatics, 22 (1), 218. https://doi.org/10.1186/s12859-021-04144-1 
Zhao, S. , & Zhang, B. (2015). A comprehensive evaluation of ensembl, RefSeq, and UCSC
annotations in the context of RNA-seq read mapping and gene quantification. BMC Genomics,
16 (1), 97. https://doi.org/10.1186/s12864-015-1308-8 
Zheng, P. , Wang, S. , Wang, X. , & Zeng, X. (2022). Editorial: Artificial Intelligence in
Bioinformatics and Drug Repurposing: Methods and Applications. Frontiers in Genetics, 13 .
https://doi.org/10.3389/fgene.2022.870795 
Zou, Y. , Zhang, Z. , Zeng, Y. , Hu, H. , Hao, Y. , Huang, S. , & Li, B. (2024). Common methods
for phylogenetic tree construction and their implementation in R. Bioengineering, 11 (5), Article
5. https://doi.org/10.3390/bioengineering11050480 

 
Charting the Future of AI in the Next Decade 
Adamson, G. (2020). Explainable Artificial Intelligence (XAI): A reason to believe? Law Context:
A Socio-Legal J., 37, 23. 
Barocas, S. , & Selbst, A. D. (2016). Big data’s disparate impact. California Law Review, 104(3),
671–732. 
Bedué, P. , & Fritzsche, A. (2022). Can we trust AI? an empirical investigation of trust
requirements and guide to successful AI adoption. Journal of Enterprise Information
Management, 35(2), 530–549. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , & Sneesl, R. (2024a). Decision-
Making Framework for the Utilization of Generative Artificial Intelligence in Education: A Case
Study of ChatGPT. IEEE Access. 
Bukar, U. A. , Sayeed, M. S. , Razak, S. F. A. , Yogarayan, S. , & Sneesl, R. (2024b).
Prioritizing ethical conundrums in the utilization of ChatGPT in education through an analytical
hierarchical approach. Education Sciences, 14(9), 959. 
Bukar, U. A. , Sidi, F. , Jabar, M. A. , Nor, R. N. H. , Abdullah, S. , Ishak, I. , … & Alkhalifah, A.
(2022). How advanced technological approaches are reshaping sustainable social media crisis
management and communication: a systematic review. Sustainability, 14(10), 5854. 
Caţă, M. (2015, September). Smart university, a new concept in the Internet of Things. In 2015
14th RoEduNet international conference-networking in education and research (RoEduNet
NER) (pp. 195–197). IEEE. 
Chen, L. W. , Chen, T. P. , Chen, D. E. , Liu, J. X. , & Tsai, M. F. (2018). Smart campus care
and guiding with dedicated video footprinting through Internet of Things technologies. IEEE
Access, 6, 43956–43966. 
Cubric, M. (2020). Drivers, barriers and social considerations for AI adoption in business and
management: A tertiary study. Technology in Society, 62, 101257. 
Dong, Z. Y. , Zhang, Y. , Yip, C. , Swift, S. , & Beswick, K. (2020). Smart campus: definition,
framework, technologies, and services. IET Smart Cities, 2(1), 43–54. 
Doshi-Velez, F. , & Kim, B. (2017). Towards a rigorous science of interpretable machine
learning. arXiv preprint arXiv:1702.08608. 
Dwivedi, Y. K. , Kshetri, N. , Hughes, L. , Slade, E. L. , Jeyaraj, A. , Kar, A. K. , … & Wright, R.
(2023). Opinion Paper: “So what if ChatGPT wrote it?” Multidisciplinary perspectives on
opportunities, challenges and implications of generative conversational AI for research, practice
and policy. International Journal of Information Management, 71, 102642. 
Erdt, M. , Fernández, A. , & Rensing, C. (2015). Evaluating recommender systems for
technology enhanced learning: a quantitative survey. IEEE Transactions on Learning
Technologies, 8(4), 326–344. 
Gaur, L. , & Sahoo, B. M. (2022). Explainable AI in ITS: Ethical concerns. In Explainable
Artificial Intelligence for Intelligent Transportation Systems: Ethics and Applications (pp. 79–90).
Cham: Springer International Publishing.



Guleria, A. , Krishan, K. , Sharma, V. , & Kanchan, T. (2023). ChatGPT: ethical concerns and
challenges in academics and research. The Journal of Infection in Developing Countries,
17(09), 1292–1299. 
Jara, C. A. , Candelas, F. A. , Puente, S. T. , & Torres, F. (2011). Hands-on experiences of
undergraduate students in Automatics and Robotics using a virtual and remote laboratory.
Computers & Education, 57(4), 2451–2461. 
Jordan, M. I. , & Mitchell, T. M. (2015). Machine learning: Trends, perspectives, and prospects.
Science, 349(6245), 255–260. 
Jouppi, N. P. , Young, C. , Patil, N. , Patterson, D. , Agrawal, G. , Bajwa, R. , … & Yoon, D. H.
(2017, June). In-datacenter performance analysis of a tensor processing unit. In Proceedings of
the 44th annual international symposium on computer architecture (pp. 1–12). 
Kenton, J. D. M. W.C. , & Toutanova, L. K. (2019, June). Bert: Pre-training of deep bidirectional
transformers for language understanding. In Proceedings of naacL-HLT (Vol. 1, p. 2). 
Khan, W. Z. , Ahmed, E. , Hakak, S. , Yaqoob, I. , & Ahmed, A. (2019). Edge computing: A
survey. Future Generation Computer Systems, 97, 219–235. 
Krizhevsky, A. , Sutskever, I. , & Hinton, G. E. (2012). Imagenet classification with deep
convolutional neural networks. Advances in Neural Information Processing Systems, 25. 
Kwok, L. F. (2015). A vision for the development of i-campus. Smart Learning Environments, 2,
1–12. 
LeCun, Y. , Bengio, Y. , & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436–444. 
Li, F. , Ruijs, N. , & Lu, Y. (2022). Ethics & AI: A systematic review on ethical concerns and
related strategies for designing with AI in healthcare. AI, 4(1), 28–53. 
Liu, Y. , Ott, M. , Goyal, N. , Du, J. , Joshi, M. , Chen, D. , … & Stoyanov, V . (2019). RoBERTa:
a robustly optimized BERT pretraining approach. arXiv e-prints. arXiv preprint arXiv:1907.11692
. 
Lubold, N. , Walker, E. , & Pon-Barry, H. (2016, March). Effects of voice-adaptation and social
dialogue on perceptions of a robotic learning companion. In 2016 11th ACM/IEEE International
Conference on Human-Robot Interaction (HRI) (pp. 255–262). IEEE. 
Madan, R. , & Ashok, M. (2023). AI adoption and diffusion in public administration: A systematic
literature review and future research agenda. Government Information Quarterly, 40(1), 101774. 
Mayer-Schönberger, V. (2013). Big data: A revolution that will transform how we live, work, and
think. Houghton Mifflin Harcourt. 
Priya, P. , Gopinath, B. , Mohamed Ashif, M. , & Yadeshwaran, H. S. (2023, April). AI Powered
Authentication for Smart Home Security—A Survey. In International Conference on Information
and Communication Technology for Intelligent Systems (pp. 227–237). Singapore: Springer
Nature Singapore. 
Qu, S. , Li, K. , Zhang, S. , & Wang, Y. (2018). Predicting achievement of students in smart
campus. IEEE access, 6, 60264–60273. 
Radhakrishnan, J. , & Chattopadhyay, M. (2020). Determinants and barriers of artificial
intelligence adoption–A literature review. In Re-imagining Diffusion and Adoption of Information
Technology and Systems: A Continuing Conversation: IFIP WG 8.6 International Conference on
Transfer and Diffusion of IT, TDIT 2020, Tiruchirappalli, India, December 18–19, 2020,
Proceedings, Part I (pp. 89–99). Springer International Publishing. 
Ribeiro, M. T. , Singh, S. , & Guestrin, C. (2016a, August). “Why should I trust you?” Explaining
the predictions of any classifier. In Proceedings of the 22nd ACM SIGKDD international
conference on knowledge discovery and data mining (pp. 1135–1144). 
Ribeiro, M. T. , Singh, S. , & Guestrin, C. (2016b). Model-agnostic interpretability of machine
learning. arXiv preprint arXiv:1606.05386. 
Rogers, E. M. , Singhal, A. , & Quinlan, M. M. (2014). Diffusion of innovations. In An integrated
approach to communication theory and research (pp. 432–448). Routledge. 
Salloum, S. A. (2024). AI perils in education: Exploring ethical concerns. Artificial Intelligence in
Education: The Power and Dangers of ChatGPT in the Classroom, 669–675. 
Samoili, S. , Lopez, C. , Gomez, G. E. , De P. G. , Martinez-Plumed F. , & Delipetrev, B. (2020).
AI WATCH. defining artificial intelligence. 
Sánchez-Torres, B. , Rodríguez-Rodríguez, J. A. , Rico-Bautista, D. W. , & Guerrero, C. D.
(2018). Smart Campus: Trends in cybersecurity and future development. Revista Facultad de
Ingeniería, 27(47), 104–112.



Satyanarayanan, M. (2017). The emergence of edge computing. Computer, 50(1), 30–39. 
Silver, D. , Huang, A. , Maddison, C. J. , Guez, A. , Sifre, L. , Van Den Driessche, G. , … &
Hassabis, D. (2016). Mastering the game of Go with deep neural networks and tree search.
Nature, 529(7587), 484–489. 
Sutjarittham, T. , Gharakheili, H. H. , Kanhere, S. S. , & Sivaraman, V. (2019). Experiences with
IoT and AI in a smart campus for optimizing classroom usage. IEEE Internet of Things Journal,
6(5), 7595–7607. 
Tippins, N. T. , Oswald, F. L. , & McPhail, S. M. (2021). Scientific, legal, and ethical concerns
about AI-based personnel selection tools: a call to action. Personnel Assessment and
Decisions, 7(2), 1. 
Zhou, Z. , Chen, X. , Li, E. , Zeng, L. , Luo, K. , & Zhang, J. (2019). Edge intelligence: Paving
the last mile of artificial intelligence with edge computing. Proceedings of the IEEE, 107(8),
1738–1762. 

 


