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Convolutional neural networks (CNNs) have performed exceptionally well in various computer vision tasks. 

Previously, researchers relied on feature extraction and then classification. With CNNs, feature extraction 

and classification are performed in a single step. Therefore, incorporating a set of convolutional neural 

networks, known as an ensemble, can help increase the effectiveness of their behavior. This paper presents 

an architecture that is the result of collaborative efforts, consisting of three types of CNN: Densenet121, 

Resnet101, and MobileNetV2. We also present experimental results using the Cifar10 and Cifar100 

datasets, achieving impressive classification accuracy of 99% for Cifar10 and 86% for Cifar100. This case 

study contributes to deep learning optimization and benefits researchers and practitioners looking for 

optimal approaches in various computer vision applications. We also evaluate the scalability and 

robustness of our proposed method in the context of different CNN structures by using more than one 

model. 
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INTRODUCTION 

In depth learning, the computer vision and image recognition industries have been entirely transformed by 
convolutional neural networks, a powerful type of artificial neural networks [1]. These networks have achieved 
impressive accuracy in a number of fields during the past ten years and are especially created to analyze visual data 
effectively [2]. Researchers are widely interested in image processing, feature extraction, and classification because 
of their influential role in serving society. Convolutional neural networks, in particular, have demonstrated a high 
level of efficiency in image processing, and as a result, researchers are constantly developing new models employing 
deep learning. CNN's advantage in handling images was demonstrated by their ability to learn from the depth and 
the absence of feature extraction beforehand [3]. Several methods have been suggested to improve CNN's 
performance, one of which is ensemble learning. To achieve better performance and generalizability than training 
convolutional networks, a single Ensemble learning method trains multiple base learners and combines their 
expectations [4]. Ensemble learning is one effective technique in the field of artificial intelligence for resolving a 
variety of issues [5]. Combining several models to act as experts or classifiers is the outcome. The performance of 
models in a variety of tasks, including classification and prediction, is enhanced by this kind of learning. 
Additionally, it effectively lowers the likelihood that poorly performing models would be incorrectly selected and 
increases confidence in the model's decision. In ensemble learning, mixing and matching learners yields various 
benefits regarding statistics, computation, and representation [6]. 

To support ensemble learning in making the best decisions and achieving high accuracy, a combination of multiple 
pre-trained models that have achieved state-of-the-art image classification in this field with high capacity and high 
accuracy in extracting features have been developed. Today there are a lot of real-life applications where multi-class 
classification problems are used such as: image classification. In multi-class classification problem appear 
imbalanced in datasets   an imbalanced dataset means the number of the majority class is much more than the 
minority class. The Ensemble learning technique is the one solution for this problem, where with ensemble learning 


