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Abstract: Water pumping stations play a vital role in the lives of citizens, where a failure in the pumping schedule or the quality of
the pumping may affect their lives. The data of the water pumping station may expose the weaknesses in the system of the station,
which can be overcome using machine learning approaches. In this paper, six decision tree algorithms are examined to find the optimal
one for classifying the data of water pumping stations. The main goal is to determine the fault in the sensors to control the pumping
process and overcome future failures. Six algorithms, namely J48, Rep Tree, Random Forest, Decision Stump, Hoeffding Tree, and
Random Tree, are examined before and after implementing the feature selection (FS) process. FS is implemented to find the most
correlated sensors and remove the less correlated sensors. The FS process affects the accuracies of the algorithms and enhances the
resulting accuracies of the algorithms. Random Forest and Random Tree algorithms prove their accuracy in data classification with
100% accuracy after implementing FS and removing the less correlated sensor data. The model can be used as an assistant tool for
classifying and predicting the failure of a water pumping station.
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1. INTRODUCTION
Machine learning algorithms are considered the basis

of any model used for prediction, analyzing the data, and
discovering patterns and anomalies. The field of analyzing
data, regardless of its size, whether small or big, faced
utilizing supervised and unsupervised machine learning
algorithms in the analyzing process, which led to the
discovery of valuable patterns that can be used for decision-
making. The main characteristics of using machine learning
are that it reduces the time consumed to discover the
pattern and produces an efficient model. Machine learning
algorithms can also utilize different kinds of historical data
and find a correlation with the current data.
Water pumping stations have a critical effect on the lifestyle
of humans. Different factors and circumstances may affect
the pumping station’s work and the schedule of water
pumping, such as sensor failure, time of pumping, and
water availability. Sensor data in a water pumping station
may have hidden patterns that can be utilized to optimize
the work of the pumping station and diagnose errors. The
data can also contain errors, which may cause unreliable
decisions related to pumping systems. Different data mining
approaches are utilized to analyze sensor data, such as
decision trees [1] [2] [3], deep learning [4] [5] [6], regres-
sion [7] [8], support vector machine (SVM), and clustering

[9] [10]. Decision tree analysis proved its accuracy and
performance in different sectors such as education [11] [12]
[13], healthcare [13] [14] [15], wireless sensor network
[16], stock market, and disaster management [17] [18] [19]
[20].
In this paper, machine learning (supervised machine learn-
ing) approaches are examined to diagnose the time of failure
and predict the sensors that cause the failure in the water
pumping station. The objective of the model is to examine
machine learning algorithms to find the optimal one for
predicting the faults in sensors that are utilized in the water
pumping station, which may affect the overall work of the
station and then the water pump scheduling. The aim of
the study is to ensure high station performance based on
learning from the sensor data and using the knowledge
gained to predict failure and overcome it.
The proposed approach will help in predicting the potential
sensors and the time of failure at the station in order to take
proactive action. Four decision tree approaches (decision
stump, hoeffding tree, rep tree, and random forest) are
utilized and examined to find the optimal algorithm for
predicting and classifying sensor data. Real sensor data in
the model, where the DT outperforms the other decision
tree algorithms in predicting. The DT algorithm proved its
accuracy in diagnosing the failure at the station. The paper
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is organized as follows: Section 2 presents the related works
in the field of implementing machine learning approaches in
classifying water pumping station data. Section 3 presents
the methodology and framework for implementing and ex-
amining decision tree algorithms. Finally, Section 4 explains
the concluded points after implementing the model and lists
the future works.

2. RELATED WORKS
In [21], Zhaomin Li et al. proposed a strategy based

on a deep learning algorithm to overcome the scheduling
problem of the water system in the pump station. A deep
reinforcement-based suspended sediment concentration is
proposed to predict the sediment concentration based on
data collected from a withdrawal pumping station in yellow
river water. The aim of the strategy is to control wasted
energy and reduce energy consumption and annual water
usage.
Next in [22], Shiyuan Hu et al. proposed a model based
on reinforcement learning algorithms to handle different
limitations in real-time pumping stations, such as energy
consumption and delay in pumping. The researchers found
that deep learning can enhance pump scheduling by trans-
ferring the computation offline while enhancing energy con-
sumption. While in [23], Veena Khandelwal et al. presented
a model-based machine learning model to exhibit the quality
levels of the water. Different physiochemical parameters
have been examined in the study, such as sodium, total
hardness, nitrate, chloride, magnesium, sulfate, and other
physiochemical parameters. The data utilized in this study
was collected from 118 points of groundwater stations
over a period of about 18 years (2000–2018). Regression
random forest and decision tree models were utilized to
predict the index of water quality, where the random forest
outperformed the decision tree based on the prediction
accuracy.
In [10] Arsene et al. investigated the use of machine
learning (ML) techniques for energy management in water
pumping systems on small islands. The study aimed to
develop a peak shaving strategy for a water pumping
system, which would reduce peak demand and improve
energy efficiency. The approach used a combination of
ML algorithms, including k-means clusters and artificial
neural networks, to optimize the system’s power consump-
tion. The study evaluated the performance of the peak-
shaving strategy using real-world data from a small island
in Indonesia. Results and studies showed that the ML-
based approach was effective in reducing peak demand,
improving energy efficiency in the water pumping system,
and reducing carbon emissions in small communities. The
study used a range of performance measures, including peak
demand reduction, energy consumption, and power factor
improvement. The sample size was a water pumping system
on a small island in Indonesia. The study was characterized
by a high level of methodological accuracy, with the use
of appropriate data collection and analysis procedures. The
accuracy of the results was high, as the statistical analysis
showed a significant improvement in the performance of

the water pumping system. The authors note that the results
can be applied to other water pumping systems in similar
conditions. The study contributes to the development of
sustainable energy solutions for small islands and remote
communities. The researchers suggested that future research
could investigate the scalability and generalizability of the
ML-based approach to other types of energy systems.
In [24], Predescu et al. aimed to improve water distribution
systems to address environmental and public health out-
comes. The study proposes a multiple-model-based control
approach that combines different models to achieve better
control performance. The control supervisor is developed
based on machine learning algorithms that learn from
historical data to improve system performance. The research
results indicate that the multi-model control supervisor
based on advanced learning is more efficient and effective
than traditional control methods. The proposed approach
is adaptable to changing system conditions and can im-
prove system performance in real-time. However, the study
identified some limitations, including the need for a more
comprehensive evaluation of the proposed approach using
different datasets and system conditions. Additionally, the
approach may require further improvement for practical
implementation. In summary, the research study developed
an advanced learning-based multi-model control supervi-
sor for pumping stations in a smart water distribution
system. The proposed approach shows promising results
in improving efficiency and effectiveness. However, more
research is necessary to validate the approach and improve
its implementation.
In [25], Pałczyński et al. attempted to design a model to
predict water consumption based on iterative design to solve
different problems. Different machine learning approaches
have been examined, such as NN, Random Forest, XG-
Boost, Decision Tree, and Support Vector Machine, to train
and test the model. The results show that the model can
estimate the water prediction at different points. The mean
absolute error is utilized to examine the algorithm, and the
best one is chosen based on the computational power While
in [26] Oppedijk et al. implemented short- and long-term
methods to predict the waste water pumps. The method is
implemented to improve and clean up the data, which is
then utilized later in different models. The first model is
implemented to predict how much time the station can be
turned off without affecting its application, while the second
one predicts the load on the pump 24 hours a day.

3. METHODOLOGY
The methodology of the proposed model is implemented

based on the framework listed in Figure 1. The steps are:
read data, data preprocessing, feature selection, machine
learning, and model evaluation. The first step includes
collecting the water pumping station data [27], visualizing
it, and determining the errors in the data. In the next
step, as part of data preprocessing, the description of the
water pumping station data is collected from all available
sensors, all of which are raw values.
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Figure 1. Methodology Framework

The total number of sensors is 52, in addition to the
result column (MS), hours (TimeRangeH), and minutes
(TimeRangeM), where TimeRangem is the final class. The
data contains a rate that contains a number of key areas
in this area of final-stage stereotypes. Despite the efforts
of a small team responsible for water pump maintenance
in a small area outside a big town, there have been seven
system failures in the past year, resulting in significant
inconvenience and hardship for the local community. The
team has not been able to identify any patterns in the data
to pinpoint the root cause of these failures, and as a result,
they are unsure where and when to focus their attention
to prevent future system failures. The dataset consists of
raw sensor values, timestamps, and machine status from
52 different units. The dataset can be used for research
in various areas, such as industrial automation, predictive
maintenance, and machine learning. The information
can be used in industrial automation to track machine
performance in real-time and identify any problems that
might occur while it is in use. This might reduce expensive
outages and boost productivity.

The dataset can be used in predictive maintenance to
build machine learning models that can anticipate when a
machine will fail based on sensor readings and machine
statistics. This can help cut down on upkeep expenses
and prevent unplanned downtime. The dataset can also
be used for machine learning studies, particularly in the
fields of anomaly detection and time-series forecasting.
Machine learning models can be taught to spot anomalies
and forecast future values by looking at trends in sensor
readings and machine statistics over time. The data types
of the columns are (sensors are DECIMAL, the timestamp
is date, and the machine status is varchar), while the highest
value of each sensor is depicted in figure 2 . The figure
shows that the (sensor 00) has the smallest value (2.54),
while (sensor 27) with highest value (2000).
Data processing step also involves many steps, such as
uploading data from a CSV file to a MySQL server, then
editing the data using Pentaho Data Integration 9.3. Next,
the empty sensor values are filled with zero values and

Figure 2. Reading Values of Sensors

the date sections (month, day, hour, and minute). The data
preprocessing also involves converting the values of the
machine status field from text values to numeric values as
follows: Normal to 1, Recovery to 2, Broken to 3. The SQL
statement command is utilized to divide the time into labels
such as the hours of the day into four sections (A, B, C,
D) based on the 24-hour system:
• From 0 to 5 = A
• From 6 to 11 = B
• From 12 to 17 = C
• From 18 to 23 = D
• Each hour into four sections (Q1, Q2, Q3, Q4), each
section 15 minutes long.

After that, the average was found based on the readings
of the ranked attributes and the data that was less than
the average value, which was (0.0013147). The step of
implementing decision tree algorithms involves examining
six algorithms, namely Random Tree, J48, Random
Forest, Decision Stump, Rep Tree, and Hoeffding Tree.
Random Forest and J48 are well-known algorithms in
machine learning and are commonly used in many tasks
involving regression and classification. Algorithms work
widely across various fields of industries, including health,
marketing, and finance. These algorithms are usually used
when dealing with large amounts of data to classify them
into decision tree forms, and according to the results, the
proposed methodology is evaluated [28] [17].
The Random Forest algorithm is characterized by the
creation and collection of several decision trees to reduce
overfitting, improve quality and accuracy, and form studied
forests through the use of randomly selected inputs or from
a set of inputs in each node to develop them. Each tree
and extraction accuracy of the forests studied compares
favorably with Adaboost; this class has many advantages
(strong boost, fast, useful results for error, strength, and
correlation). It trains the tree on a set of random sub-data
and sub-properties. When predicting, vote each tree into
a more accurate and predictable category given that. The
decision is made by the class with the most votes to predict
the final class [28] [29].
Random forests are formed by pre-determined random
features from random selection, and in each of them,
one can select the most useful variables for the problem
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at hand, leading to reduced data dimensionality and
improved model performance [3]. The performance of the
model in random forests is good with a large number of
features and a small number of samples because random
feature selection through the algorithm reduces the risk of
providing high-dimensional data [31]. The node produces
small-sized groups of variables to split. The tree is grown
using the CART methodology. The main steps in the
Random Forest algorithm [30]:
1. Random data is taken from the sub-data in the full data
source.
2. To take advantage of the subset, several features are
selected according to the decision feature.
3. Adopt the construction of the tree from the previously
approved sub-data.
4. Iterate the method more than once to generate many
decision trees and predict the outcome from the predictions
of all decision trees.
The Random Forest algorithm has many advantages, such
as being swift compared to other algorithms, having less
burden, and having no objection to dealing with the lost
data. It does not have the problem of dealing with noisy
and missing data because each decision tree is trained on
a different subset, so the missing data in a particular tree
does not affect other trees, and in addition to the voting
system, it reduces noise in the data [31]. The J48 is a
decision tree algorithm used for data classification and
mining tasks. It is based on the C4.5 algorithm [32][33],
and is part of the Weka data mining software [34].
The algorithm divides the data repeatedly, depending on
the attribute, into small groups with different features. In
this case, the feature that provides the best is determined
and divided according to the size of information acquisition
for each subgroup, and this process is repeated more than
once until all groups from the subgroup belong to the same
group. Category Otherwise, the additional division does
not provide any type of optimization [33]. The algorithm
contains several parameters that can be set manually or
automatically through cross-validation techniques, allowing
us to determine the minimum conditions required for the
leaf, knot splitting, and the required factor for pruning the
tree [32].
It can handle lost and noisy data. Easily, and one of its
advantages is that it also deals with multi-class problems
and is sensitive to values, which allows for increasing the
size of the data if the tree is large or complex [35]. The
J48 algorithm can be used in a wide range of various
fields, such as finance, health care, etc. For example,
it is used in cardiology, stock identification, and data
classification [36]. The J48 algorithm has many advantages
over other algorithms. It is easy to understand, can handle
missing data, and can be used for binary and multiclass
classification tasks.
A low-error pruning tree, also known as a REP tree,
is a decision tree algorithm widely used in machine
learning for classification tasks. The algorithm works by
iteratively dividing the training data into subsets based on
feature values and building a tree structure that captures

the decision-making process of assigning class labels
to new states. The REP tree defines decision nodes by
maximizing the information acquisition ratio, which is
a metric that measures the effectiveness of a feature in
separating instances of different classes. This approach
ensures that the tree is optimally constructed for accurate
mapping. To further enhance classification accuracy, the
REP tree is pruned using a technique called low-error
pruning. This method eliminates branches that have a
negligible impact on the classification accuracy, thereby
reducing the complexity of the tree and improving its
overall performance. The REP Tree is a powerful decision
tree algorithm that can effectively handle classification
tasks in machine learning, and its use of information gain
ratio and reduced error pruning make it a popular choice
for many practitioners [37][38][39][40].
REP Tree algorithm takes into account the correlations
between traits when constructing the decision tree,
which improves its accuracy in data classification. The
algorithm’s use of low-error pruning allows noisy data to
be addressed more effectively by removing branches that
do not contribute significantly to classification accuracy
[9] [41]. The study compares the performance of the REP
tree across several datasets, including the Iris and breast
cancer datasets. The authors reported that on all datasets,
the REP Tree algorithm achieves higher accuracy and
lower error rates. They also observed that the performance
of both algorithms improves with increasing sample size
and number of traits.

Random trees are a popular machine learning algorithm
for classification and regression problems because they
can handle high-dimensional data, nonlinear relationships
between variables, and missing data. The algorithm works
by building multiple decision trees, each of which is
trained on a subset of the data and a subset of the features.
The hierarchy for classifying network traffic consists of
two levels. The first level uses a random tree that is
trained on a subset of the most crucial features, which
are selected by utilizing a genetic algorithm. The primary
purpose of this tree is to categorize traffic into two distinct
groups: normal and abnormal. Moving on to the second
level, multiple random trees are trained on diverse feature
subsets using distinct decision criteria. The second level is
responsible for identifying the type of attack the abnormal
traffic belongs to, such as denial of service, probe, and
user-to-root [42] [43].
Random trees are versatile tools that have found
applications in various fields, such as data mining,
image processing, and computational biology. In data
mining, random trees are frequently used for classification
and regression tasks. The leaf nodes of the tree correspond
to class labels or predicted values, and the path from the
root to the leaf nodes defines a set of conditions on the
input features that lead to the assigned label or value. In
image processing, random trees can be used for image
segmentation and object recognition. By training the tree
on a set of images, it is possible to represent the color or
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texture distribution of different regions of the image. In
computational biology, random trees are often employed for
phylogenetic analysis and protein structure prediction. The
tree can be utilized to represent the evolutionary history
of a set of sequences. Overall, the flexibility and broad
applicability of random trees make them a valuable tool in
various scientific fields. Random trees can be extended in
various ways, such as by using different splitting criteria
at different levels of the tree, by incorporating additional
randomness in the splitting process, or by using ensemble
methods to combine multiple trees [44] [45] [46].
The Hoeffding Tree is a decision tree learning algorithm
that is designed to work in online learning scenarios
where data is received in a continuous stream. It was
introduced by Pedro Domingos and Geoff Hulten in 2000.
The Hoeffding Tree algorithm is named after Wassily
Hoeffding, who developed the concept of concentration
inequalities. The algorithm uses Hoeffding’s inequality
to determine the sample size needed to make a decision
with a high degree of confidence. The algorithm of
the Hoeffding Tree has been extended and modified in
several ways, including incorporating SVM and k-nearest
neighbors (KNN) classifiers, using adaptive windowing,
and applying kernel functions for non-linear data [47] [48]
[49] [48]–[50].
The Hoeffding Tree algorithm has been applied to
a variety of domains, including web and mobile
applications, e-intrusion detection, e-commerce purchases,
network sensors, weather prediction, social networks,
bioinformatics, and many more. One potential limitation of
the Hoeffding Tree algorithm is that it assumes that the data
distribution is stationary over time. If the data distribution
changes significantly, the algorithm may not be able to
adapt quickly enough. Despite its limitations, the Hoeffding
Tree algorithm remains a popular choice for online learning
scenarios where data is received in a continuous stream and
the model must be updated incrementally. To address this
limitation, several researchers have proposed extensions to
the Hoeffding Tree algorithm [50] [51] [52].
The performance of the proposed model is measured based
on four main values of evaluation namely (True Positive
(TP) rate, False Positive (FP) rate, Precision, and Recall).
TP rate measures the proportion of positive instances that
are correctly identified by the classifier. It is calculated as
follow:

T Prate = T P/(T P + FN)

Where TP is the number of true positives, FN is
the number of false negatives.

FP rate measures the proportion of negative instances
that are incorrectly classified as positive. It is calculated as
follow:

FPrate = FP/(FP + T N)

Where FP is the number of false positives and TN
is the number of true negatives [53].

Figure 3. TP rate, and FP rate before Applying FS

Precision measures the proportion of true positives
among the instances that are classified as positive. It is
calculated as follow:

Precision = T P/(T P + FP)

Recall, also known as sensitivity or TP rate, measures
the proportion of positive instances that are correctly iden-
tified by the classifier. It is calculated as follow:

Recall = T P/(T P + FN)

F-Measure, also known as F1 score, is a harmonic mean of
precision and recall. It is calculated as follow [54] [55][56]:

F1 = 2 ∗ (Recall ∗ Precision)/(Recall + Precision)

A. Results and Discussion
In this section, the results of implementing a model

based on machine learning algorithms will be examined
before and after the FS step. This process will show the
effectiveness of FS on the accuracy of the model. The
first step after implementing FS is applying decision tree
algorithms to compare the algorithm criteria. Figure 3
shows the performance criteria (TP rate and FP rate) after
applying all six algorithms. The figure shows that Random
Tree outperforms the other algorithms, followed by Rep
Tree algorithm with (0.8). Hoeffding tree and Decision
Stump scored (0.245) while Random Tree and J48 scored
(0). Regarding FP rate, Random Tree, Random Forest,
and J48 scored 0, while Rep Tree, Decision Stump, and
Hoeffding Tree scored (0.067, 0.25, and 0.245 respectively).

Next, Figure 4 shows the performance criteria (pre-
cision and recall) of six algorithms before applying FS.
Regarding precision, the highest precision goes to Random
Tree with (1), followed by Rep Tree with (0.8). Hoeffding
Tree scored (0.256) respectively, while Decision stump,
Random Forest, and J48 scored 0. Regarding recall, the
highest precision goes to Random Tree with (1), followed
by Rep Tree with (0.8). Decision stump and Hoeffding
tree scored (0.251, and 0.256) respectively, while Random
Forest and J48 scored 0.
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Figure 4. Precision and Recall before FS

Figure 5. Features Correlation with Final Class

After that, the model’s performance will be examined
after applying the FS step. The FS approach (Correlation-
AttributeEval) is utilized with ranker to determine the cor-
relation between the attributes or features of a given dataset
and the target variable or output. Following the operation,
the average correlation coefficient value was calculated for
all the features in the dataset. Based on this average value,
the attributes with correlation coefficients below the average
were removed from the dataset. This process aimed to
eliminate features that were weakly correlated with the
output variable and may not contribute much to the accuracy
of the predictive model. Figure 5 shows the correlation
rate of the sensor data with the final class of the pump
station dataset. The correlation rate is filtered so that the
less correlated features (below 0.001) are removed from the
fissure, while the most correlated features (22 features) are
shown in the figure. The figure shows the most correlated
feature (sensor 39) that has the highest correlation (0.00458)
with the final class, followed by sensors (45, 37, 47, 44, 40,
42, 46, 13, 38, 43, 12, 48, 11, 05, 08, 27, 33, 41, 29, and 24).
The sensor (24) scored the lowest correlation (0.001108)
with the final class.

Figure 6 shows the performance criteria (TP rate and
FP rate) after applying all six algorithms. Regarding the TP
rate, the figure shows that Random Tree and Random Forest
outperform the other algorithms with (1), followed by J48

Figure 6. TP rate, and FP rate after FS

Figure 7. precision and recall after FS

with (0.948). Rep Tree scored (0.747), while Hoeffding Tree
and Decision Stump scored (0.266 and 0.251), respectively.
Regarding the FP rate, Random Tree and Random Forest
scored the lowest values with (0), while J48 scored (0.017).
Rep Tree, Hoeffding Tree, and Decision Stump scored
(0.084, 0.245, and 0.25) respectively.
Next, Figure 7 shows the performance criteria (precision
and recall) of six algorithms before applying FS. Regarding
precision, the highest precision goes to Random Tree and
Random Forest with (1), followed by J48 with (0.948). Rep
Tree scored (0.747), while Hoeffding Tree and Decision
Stump scored 0.267 and 0, respectively. Regarding recall,
the highest recall goes to Random Tree and Random Forest
with (1), followed by J48e with (0.948). Rep Tree, Hoeffd-
ing Tree, and Decision Stump scored (0.747, 0.266, and
0.251), respectively.

B. Comparison to Most Recent Related Works
The recent works and results in the field of applying

machine learning algorithms with water pumping station
data encourage us to give our attention to this field due to
its importance and effects on different fields such as energy
management, water distribution and consumption control,
and water waste and consumption prediction. Different
approaches with different methodologies are applied to
enhance the water pump station systems, which affect the
lives of citizens directly and indirectly. However, different
algorithms are examined where the step of FS is not imple-
mented. FS can be considered an important step because it
can discover the most important factors that affect the work
of the water pumping station, in addition to improving the
accuracy of the results and the work of the station. The
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results of this step can highly affect the accuracy of the
prediction systems where the machine learning algorithms
will be trained on data with a high correlation to the final
class.

4. CONCLUSION AND FUTURE WORKS
The dataset almost holds information that can be dis-

covered using machine learning approaches. Decision tree
approaches have proven their accuracy in classifying dif-
ferent kinds of datasets. The accuracies are proven in the
field of water pumping stations that have been conducted
in this paper. Decision tree algorithms (Random Forest
and Random Tree) have proven the highest accuracy in
predicting and classifying sensor data from water stations.
The effect of FS on the prediction accuracy shows that
the accuracy is improved after applying FS. FS can be
implemented to show the most corelated features (sensors)
with the target sensor. This approach can be effectively used
in determining the features that impact the pumping process
in order to improve the work flow of the station. The results
show that the model based on decision tree approaches can
be utilized as a tool for classifying and predicting failures in
water pumping stations. Many machine learning approaches
can be implemented to find the group of sensors that affect
station failure and predict the time of failure.
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[24] A. Predescu, C.-O. Truică, E.-S. Apostol, M. Mocanu, and C. Lupu,
“An advanced learning-based multiple model control supervisor for
pumping stations in a smart water distribution system,” Mathemat-
ics, vol. 8, no. 6, p. 887, 2020.
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