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ABSTRACT With the emergence of 5G technology, congestion control has become a vital challenge to be
addressed in order to have efficient communication. There are several congestion control models that have
been proposed to control and predict the possible congestion in 5G technology. However, finding the optimal
congestion control model is an important yet challenging task. In this paper, we examine the supervised and
unsupervised machine learning approaches to the task of predicting the possible node that causes congestion
in the 5G environment. Due to the huge variance in the domains of the data set columns, measuring
the prediction’s consistency was not an easy task. During our study, we tested twenty-six supervised and
seven clustering algorithms. Finally, and based on the performance criteria, we have identified the best five

algorithms out of the studied algorithms.

INDEX TERMS Machine learning, congestion control, 5G, supervised ML, unsupervised ML.

I. INTRODUCTION

Compared to previous network generations, 5G networks
have higher speeds, lower latency, and improved coverage.
These features and its superiority over previous generations
resulted in its widespread adoption [1]. Due to the widespread
adoption and joining of a high number of nodes in the
network, many new challenges have been raised, especially
in the area of congestion control [2]. The goal of a routing
algorithm is to choose the best possible path and avoid any
potential congestion; yet, it may result in additional costs
during the routing process [3]. As it can result in severe
delays and lower throughput, congestion during 5G routing
decisions becomes critical.

Several studies have been made for implementing various
congestion control approaches in the 5G environment [4],
[5]. Among the features of 5G networks that reduce
congestion is the ability to dynamically distribute available
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resources, including frequencies and bandwidth. Network
slicing [6] and edge computing [7], which allow traffic-based
optimization of 5G networks, may be utilized to achieve this.
Implementing Quality of Service (QoS) techniques ensures
that critical services remain unaffected by current traffic [8].
Important traffic, like emergency services, is assigned with a
higher priority, and resources in the 5G network are allocated
appropriately. Another congestion control mechanism is
traffic offloading, which transfers the data traffic to Wi-Fi [9]
or other networks. The offloading is done to decrease the load
on 5G networks, thus minimizing congestion.

In addition to the discussed approaches, applying machine
learning (ML) algorithms has shown positive results in
controlling network congestion [10]. While unsupervised ML
algorithms are trained with unlabeled data, supervised ML
algorithms are trained with labeled data [11]. In order to con-
trol congestion, both supervised and unsupervised algorithms
are trained to identify possible congestion nodes as well as
the optimal congestion control window. Classification is an
essential part of supervised ML, where data items are grouped
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into classes based on the class labels information. On the
other hand, clustering is an essential part of unsupervised
ML, in which similar data items are categorized into clusters
without the information of class labels. The adoption of
supervised and unsupervised algorithms is dependent on
several factors including data type and size, complexity, and
accuracy.

Our paper highlights the importance of adopting and
utilizing machine learning algorithms in the process of
congestion control in the 5G environment and identifies
the top algorithms in the process of congestion control
prediction. The task of finding the optimal algorithm to be
adopted for congestion control is challenging. We aimed to
find the optimal algorithm that predicts the optimal node
causing congestion during the congestion control process in
5G networks. In our study, we tested twenty-six supervised
and seven unsupervised algorithms. Unsupervised machine
learning algorithms have been used for classification. The
approach of classification via clustering is utilized to improve
the accuracy of congestion control prediction by clustering
data to identify distinct groups of data which be used to
enhance the classification process. Cronbach’s alpha has
been used to measure the consistency undimensionality or
homogeneity of datasets. During the evaluation, the studied
algorithms were evaluated based on performance criteria,
including True Positive (TP) and False Positive (FP) rates,
precision, recall, Receiver Operating Characteristic (ROC),
and Area Under Curve (AUC). Fig. 1 shows the main steps of
the congestion control prediction model.

The rest of this paper is structured as follows. In Section II,
we studied the related works in the field of congestion control.
Section III discusses machine learning and congestion control
in detail. The model setting has been stated in Section IV. Our
findings are explained and analyzed in Section V. We point
out our observations in Section VI. Finally, Section VII
includes our conclusions.

II. LITERATURE REVIEW
Many studies have handled the congestion control approach.
Sangeetha et al. [12] proposed a model based on data loss
and energy reduction since congestion appears in all WSNs.
The sensor nodes’ topology is adjusted regularly based on
node degree and time interval to enhance the node’s power
consumption and interference and to provide a better and
more effective energy congestion-aware technique for routing
in WSN, which is called survival path routing (SPR). This
protocol is used by IoT applications in high-traffic networks
where all nodes try to send their packets simultaneously
to destination nodes [13]. A new algorithm for congestion
control for WSNs is developed by Singh et al. [14], where
a simplified poisson process is used and the optimal rate is
obtained by retransmitting with congestion control, while the
old algorithm had a high complexity and high power usage.
Subsequently, many studies evaluated the performance of
congestion control mechanisms over the 5G network [15] in
terms of resource allocation [16], network selection, network
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scalability [17], and distributed telemetry [18]. To reduce
network congestion, enhance the lifetime of the network and
individual nodes, and reduce network divisions, Shelke et al.
[19] proposed a routing algorithm that selects the best route
by combining appropriate sleep scheduling mechanisms
based on the opportunistic theory. Godoy et al. [20] analyzed
and investigated the communication channel congestion in
the environment based on configuration parameters of nodes
such as the generation rate of the data packet, intervals of
transmission time, and power level of transmitter output.
Najm et al. [21] proposed a multi-criteria decision-making
mechanism to improve congestion control in 4G networks.

Braham et al. [22] proposed an efficient and fair distributed
algorithm for congestion control in tree-based communi-
cation WSNs to assign transmission rates for each node.
The study lacked a performance comparison with previous
traditional algorithms to see if it was optimal or not.
Although the next scenario was poor and simple, applying
machine learning algorithms, especially supervised ML,
to improve congestion control in wireless or wired networks
is considered a vital approach. Machine learning algorithms
can be adopted in many fields [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33] to predict the required knowledge.
Geurts et al. [34] proposed a model based on an automatic
loss classifier based on a simulated database of random
topologies of networks. Jagannathan and Almeroth [35]
proposed a model called TopoSense for multi-cast congestion
control. Many enhancements were required, such as the poor
calculation of link capacity and the need for calculating
interval size. Moreover, there was a need to minimize control
traffic and burst traffic.

Following the trend, machine learning capabilities have
been utilized with congestion control algorithms in 5G
environments. Several attempts have been presented, for
instance, in an open radio access network, a fast increase
in data based on artificial intelligence, and an adaptive
routing control approach to obtain effective congestion
avoidance [36], [37], [38]. A controller is proposed by
Sunny et al. [39] to ensure the efficient and fair work of
WLAN that has multi-cochannel access and improvement of
long-lived multi-TCP AP transfer. Next, many researchers
adopted DT in their studies of network applications.

Katuwal et al. [40] proposed a model to solve the
problem of multi-class classification based on the multi-
classifier system. An efficient NN with oblique random
forest DT is used to build the model. The model proved its
efficiency based on the evaluation of 65 multi-class datasets
compared with the evaluation of large or medium datasets.
Gomez et al. [41] compared many ensemble algorithms of
DT and proposed a new classifier based on its performance.
The computed capacity for devices of a small network is not
a limitation. A new model is proposed by Leng et al. [42]
to solve the problem of congestion control flow table in a
software-defined network (SDN) based on C4.5 DT. The flow
entries are compared based on C4.5 DT to reduce the time
and matching cost. Using the DT approach with an SDN flow
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FIGURE 1. Main steps in ML based congestion prediction.

table was the first online machine learning model. Next, the
clustering machine learning approach is used for localization
and AP reselection. Liang et al. [43] proposed a model for
WLAN that adopts a clustering algorithm and AP reflection.

A review of the communication technology of machine-
to-machine was conducted by Hasan et al. [44] to list all
challenges and solutions for diverse standards of developing
organizations. Liu and Wu [45] utilized the random forest
algorithm for congestion control prediction, where some
variables were utilized to build the model, such as type of
day, road quality, time period, and weather conditions.

Park et al. [46] proposed an approach utilizing Bayesian
neural network and DT to predict the occurrence of incidents.
Since the aim of the model is to reduce the potential incidents
or any events that may cause these incidents, the model
could not implemented in real systems since it needs realistic
parameters for training and building a dataset. An improved
route based on the support vector machine (SVM) with DT is
used to estimate the link quality over WSN, where Shu et al.
[47] used two estimation parameters: link quality and the
strength of the received signal. SVM is used in the model due
to its ability to handle binary classifications.

For network infrastructure and data centers, DT was
adopted as an energy-saving solution [48]. Soltani and
Mutka [49] proposed an approach utilizing DT for best path
selection in the cognitive radio networks. In this model, the
nodes can find better nodes to send data to after analyzing
the tree and removing the choices that reduce node gain.
DT is utilized to interpret the routing path of cognitive video
over a dynamic radio network. The optimal path from the
leaf node to the root is determined based on background
induction to construct and receive the transmitted video. The
DT algorithm is also used by Stimpfling et al. [S0] to build
a model to enhance data structure size and memory access.
DT is considered a strength since it reduces the searching
time. Moreover, DT is used by Singh et al. [S1] to build a
model for vehicular traffic noise prediction. Four machine
learning algorithms are used for model implementation: DT,
ANN, generalized linear model, and random forest. The
random forest approach was found to be a better algorithm
for prediction compared with other algorithms. Xia et al.
[52] used DT with a proposed delegation schema (CP-ABE)
to enhance the efficiency of decryption for VANETSs. The

VOLUME 12, 2024

Supervised ML
- 2

Unsupervised ML

\—

Performance

Evaluation Algorithm Selection

purpose of DT is to improve the factors used for estimating
vehicle decryption overhead.

Based on the results, DT was a better option than K-nearest
and SVM for prediction because of its higher precision and
accuracy. Many researchers have highlighted network pro-
tection by utilizing the DT notion. For example, researchers
in [53], [54] presented an unknown detection threat approach
in the network via recognition threat features. Following the
trends, Mohamed et al. [55] developed a flexible scheme
for reducing the quantity of data transmitted across the
smart grid, but the intended scheme missed mentioning the
outcome of paradigm updates. Pham and Yeo [56] presented
an adaptive and protected scheme for cars to control both
confidentiality and trust in the utilized recognition scheme.
Next, Fadlullah et al. [57] highlighted and explored the survey
requirements of propagation techniques related to deep
learning utilizations concerning numerous traffic network
control characteristics. The leading edge of peak network
communications, which are compromised by algorithms and
architectures in deep learning, also encourages the motivation
to facilitate deep learning to compromise the network’s
challenges. Nevertheless, their viewpoints did not include the
5G environment.

Furthermore, Kong, Zang, and Ma [58] developed dual
machine-learning approaches to address TCP congestion
control issues in under-buffered connections over the wired
environment. A supportive and adaptive loss prediction was
assigned to obtain a superior tradeoff delay. In research issued
by Taherkhani and Pierre [59] used the K-means algorithm
to control congestion in VANET networks. It contains
three sections for directing, detecting data congestion, and
clustering communications. Next, the issue of prediction
traffic status was settled by Chen et al. [60] by permitting DT
and SVM to depend on enabling online data; however, the set
value of both services was overridden.

Tariq et al. [61] presented a detection of botnet attacks
by using the machine learning technique, regardless of the
explanation of the carried packet. However, comprehensive
calculations missed the stats plan. Wu et al. [62] implemented
a developable machine learning method to predict or expose
the limps of online video via feature extraction of monitored
data in the network. The method defines characteristic
features depending on diverse scale windows. The criterion
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of used information gain, however, demands audio pieces to
be overridden, besides ignoring the cache amid the sending
nodes and the video operator, constant section length, and
the limited interaction of the user. Quality of experience
prediction is based on consultative factors, namely the
Video Quality Model (VQM) and Structural Similarity Index
(SSIM) parameters. Nevertheless, a justification for why k =
9 assigned in a random forest was superior is shown by
Abar et al. [63].

Ill. BACKGROUND
In this section, machine learning and congestion control have
been discussed in detail.

A. MACHINE LEARNING

Machine learning is a very fast-growing path that can be
classified into supervised, unsupervised, semi-supervised,
and active ML. Supervised ML refers to classification, where
the labeled examples of the training data set determine the
learning in supervised ML. Unsupervised ML is a synonym
for clustering, where the input classes in the training data
set are not labeled. Unsupervised ML is essentially used to
discover hidden patterns within data sets. Semi-supervised
refers to using both labeled and unlabeled examples during
model learning, labeled for learning the model and unlabeled
for refining class boundaries. Active learning permits users to
play an active role in the machine learning process [64]. The
basic element in the machine learning model is the dataset.
The size of the dataset, the features’ domain, the number
of features, and the data type of all features are essential
elements in the machine learning model. The size of the data
set affects the overall accuracy since the training data set
will be larger and the learning model will have more data
to learn from. Many reasons can improve the accuracy of
the classification algorithm, such as data cleaning, adding
missing values, increasing the data set, feature selection and
transformation, bagging, and boosting.

1) SUPERVISED MACHINE LEARNING
There are many algorithms classified as supervised ML:
Classification and Regression trees (CART) were introduced
in 1984 by Breiman based on splitting the explicative
variables’ space into multidimensional rectangle form and
a local predictor with each one of them. The tree structure
development approach came from the recursive partitioning
of the data set into two homogeneous data sets, which led
to building a branching structure [65]. The regression model
captures how one or more variables vary across more attribute
domains, which can be used to predict the target variable [66].
The DT approach is a frequent approach that comes from
the tree-based approach to data classification. The reliability,
low cost, and ease of implementation are the reasons behind
adopting such an approach [67]. The basic structure of the
decision tree starts with one node and branches to many other
nodes, forming the tree graph. DT algorithms (ID3, CART,
J48, RepTree, Decision Stump, Hoeffding, and Random
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Forest) are used in many fields, such as market analysis,
educational data mining, and estimating risks [68], [69], [70].
When the DT is used for attribute selection, the data within
the data set is examined, and only the relevant data are
chosen. Only the selected attributes appear in the graph after
excluding the irrelevant data [64].

A Naive Bayesian classifier (belief network) is a graphical
model that represents the random variables set as knowledge,
where each node represents the corresponding random
variable and the edges represent the conditional dependency
between variables. These conditional dependencies represent
computational methods and statistical probabilistic theories.
The Naidve Bayes algorithm is a simple algorithm built
based on Bayesian theory, where it works basically on the
conditional probability [67].

Artificial Neural Network (ANN), where the model is
implemented like a human brain neuron network. The ANN
and biological brain are similar in two keys: the connections
between the neurons that determine the network function
and the building blocks of the computational devices [71].
The multilayer perceptron algorithm is one of the ANN
algorithms that work on training datasets by gathering
information by minimizing the error and applying that
information to the new dataset [67]. ANN is used for
prediction, pattern recognition, optimization, and control, and
many researchers have used ANN to solve many problems in
many disciplines. ANN is used for many reasons, such as low
energy consumption, adaptivity, learning ability, distributed
computation and representation, massive parallelism, and
fault tolerance [72]. Support Vector Machine (SVM) is an ML
algorithm that learns from training data sets and assigns labels
to dataset objects. SVM can be used in many disciplines, such
as fraud detection, anomaly detection, image recognition,
gene classification, and educational data mining [73].

2) UNSUPERVISED MACHINE LEARNING

The synonymous term for unsupervised machine learning is
clustering, where the information of the class label is not
presented. The clustering approach is defined as grouping
similar data items into clusters. The clustering algorithms
are provided with data items with no labels, and the task of
these algorithms is to represent the data distribution suitably.
The learning approach in unsupervised machine learning
is based on observation, while the supervised machine
learning approach is based on learning by examples. For large
databases, efforts have been focused on exploring the most
effective method for efficient cluster analysis. Clustering
is used in exploring the different data types with different
types of sizes, such as complex shapes, graph clustering,
image clustering, and object clustering with a huge number
of features [64], [74].

The process of cluster analysis is based on partitioning
the similar objects in the data sets into subsets, where each
subset represents a cluster. Based on the partitioning method,
different clustering algorithms may result in different clusters
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for the same data set. This partitioning or data segmentation
may lead to the discovery of unknown groups of clusters
that can be noticed by humans. Clustering can be used for
outlier detection. The outliers are the values far away from
any cluster. Many approaches of clustering can be used to
build clusters based on the method of selecting a group of
objects.

Hierarchical methods based on a non-parametric clustering
approach produce a dendrogram (a tree of clusters). These
algorithms measure the dissimilarities among cluster sets for
each iteration. The hierarchical methods can be classified
based on the form of the hierarchical decomposition into
divisive and agglomerative. The agglomerative or bottom-up
approach forms the topmost group by grouping close objects.
The other approach (divisive) or top-down approach starts
with all objects that belong to the same cluster. The methods
of hierarchical clustering can be continuity-based or distance-
based. However, when the split or merge step is performed in
hierarchical methods, it cannot be undone [75].

Partitioning methods divide each dataset into several
groups, where each group contains at least one object. In these
methods, the object must exactly belong to one group. Fuzzy
partitioning is an example of these methods. Prohibitive
computations and exhaustive enumeration are required to
achieve optimal clustering in partitioning methods. For that,
greedy methods, k-means, and k-medoids may be adopted
to overcome this obstacle and lead to building optimal
clusters. The partitioning methods work better with small to
medium-sized data sets, where cluster building is based on
finding clusters with a spherical shape [76].

Density-based methods differ from the other clustering
methods by building clusters based on density, where the
cluster is built as long as the objects are in the same
neighborhood (or the same density). The density-based
methods divide the objects into a hierarchy or multiple
exclusive clusters. These methods are the optimal choice to
find the outlier and noise. They are also optimal choices for
discovering the arbitrary shape of clusters [77].

Grid-based methods form the grid structure of the cluster
by quantizing the space of the objects into a limited number
of cells. All the operations that can be performed on the
clusters are performed on this grid structure. Fast processing
is the main advantage of this approach. The short processing
time results from the number of cells in the processed
dimension. The grid-based approach is optimal for spatial
datasets and can be used with other clustering approaches
such as hierarchical and density-based methods [78].

B. CONGESTION CONTROL MECHANISM

Congestion control mechanisms are crucial to the trans-
port layer protocols. The transport protocol can perform
various functions, including message transmission, error
detection, and message retrieval, by engaging throughout
this layer [15], [79], [80]. Functionality is matched to
network utilization. The number of terminals needed for these
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functions is determined by analyzing the terminal-area-used
units. Data transit requires a transmitter-receiver link, where
the transmitter connects to a certain endpoint. Congestion
control mechanisms are divided into a slow-start algorithm
and a congestion avoidance algorithm. The congestion
control mechanism sends the initial message and awaits
acknowledgment to monitor the congestion window and slow
start threshold. The recipient sends an acknowledgment to
the transmitter, identifying the congestion window and slow
start threshold. As a result, congestion is controlled. The
misplaced phase is retrieved if the recipient does not conduct
acknowledgment. If the congestion window indicator is less
than or equal to the slow start threshold, the slow start phase
begins. Further related parametric settings and information
can be found in [10].

IV. MODEL SETTING

The proposed congestion prediction model has been illus-
trated in Figure 2. The mmWave ns-3 module [81] and
protocols were utilized to test network protocols, including
TCP and SCTP, in the 5G environment [82]. This module
for mmWave 5G cellular network simulation has many
characteristics, including providing the ability to study the
cwnd [83]. It supports multiple channel models, including
3GPP TR 38.901 for 0.5-100 GHz. It also provides adaptable
PHY and MAC classes that support 3GPP NR frame structure
and adaptable schedulers for dynamic TDD formats. Among
its main features is the possibility of improving the RLC
layer with packet re-segmentation. The model supports quick
secondary cell handover, channel tracking, and dual LTE base
station connectivity.

The utilized dataset in the proposed model, as shown in
Table 1, is a 100-record dataset with five columns: sequence,
congestion window size, throughput, queue size, and packet
loss. This dataset is divided into two sets: 80 record dataset
for training and 20 record dataset for testing the model. More
enriched configurations are available in [10].

TABLE 1. Dataset structure.

N COI}gestlon Throughput Ql.leue Packet Optimal
window size loss

1 cwndq thi qs1 pli N

100 cwndioo th1oo 45100 plioo N

After the data visualization, the results show that there is
no dirty, missing data, noise, or inconsistent data that needs
to be handled or cleaned. Based on that, the only step in the
data preprocessing is performing derived columns based on
the columns. The derived column will be utilized as the goal
column for the supervised ML. The associated parameters
used to derive the goal column are utilized to determine the
optimal node for prediction. A simple mechanism is followed
in determining the optimal node, where the optimal node is
the node with high throughput, congestion window size, and
queue size with the lowest packet loss.
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FIGURE 2. Congestion control prediction model.

The mechanism that has been followed to determine the
optimal and non-optimal nodes is set by comparing the value
of congestion window size to determine if it is greater than
the mean value of congestion window sizes, if throughput is
greater than the mean value of throughput, and if the queue
size is greater than the mean value of queue sizes, as well as
if the packet loss is less than the mean value of packet loss.
The optimal (O) nodes in the dataset are less than the non-
optimal (N) nodes based on the mentioned mechanism. The
labeled nodes (O and N) have been utilized in implementing
supervised ML in order to find the optimal algorithm for
prediction and classification.

V. CONSISTENCY MEASUREMENT

Cronbach’s alpha measures the internal consistency, undi-
mensionality, or homogeneity of the dataset. The measure
is the variance of the item appearance in the dataset, and its
value falls between O and 1. Cronbach’s alpha measures the
inter-relatedness of the items in the same attribute domain of
the dataset [84], [85]. The Cronbach’s alpha can be calculated
as follows:

where k represents the number of items, Sl.2 represents the
variance of the i item, and S% is the sum of all variances
for all items. The results of implementing Cronbach’s alpha
formula on the dataset are listed in Table 2.

As shown in Table 2, the value of Cronbach’s alpha is
poor, which reflects the lack of consistency in the dataset. The
reasons behind this are the variances in each column item,
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which increase both the sum of all variances (3.67503E+11)
and the variances of total scores (3.69033E+11). These two
high values result in Cronbach’s alpha score being very weak
due to huge variances in the same domain of each attribute,
specifically in queue size, congestion window, packet loss,
and throughput.

Table 3 lists the performance criteria for implementing the
supervised machine learning algorithms. The performance
criteria are: (True Positive (TP) rate, False Positive (FP)
rate, Precision, and Recall). The TP rate represents the
positive instances that are classified correctly, and the FP rate
represents the false positive instances that are classified for
a given class. Precision is the ratio of the positive predicted

values, while recall represents sensitivity.
TP

TP Rate = 100 —

TP + FN

where TP represents True Positive values and FN represents
False Negative values.

FP
FP+1TN

where FP represents False Positive values, TN represents
True Negative values.

FP Rate = 100

TP
Precision = 100 ——
TP + FP
where FP represents False Positive values.
TP
Recall = 100 —
TP+ FN
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TABLE 2. Cronbach’s alpha result.

Cronbach’s alpha | Number of items

Sum of variances

Variance of total score

Number of rows

0.005182749 5 3.67503E+11 3.69033E+11 92
TABLE 3. Performance criteria of supervised algorithms.

Category Algorithm TP rate | FPrate | Precision | Recall | ROC | AUC
Decision Stump 0.891 0.146 0.917 0.891 0.848 | 0.8476

DT Hoeftding Tree 0.946 0.009 0.961 0.949 0.986 | 0.9864
J48 0.924 0.334 0.919 0.924 0.853 | 0.853
LMT 0.967 0.134 0.967 0.967 0.988 | 0.9833
RandomForest 0.946 0.202 0.944 0.946 0.982 | 0.982
RandomTree 0.957 0.136 0.957 0.957 0.91 0.9104
RepTree 0.913 0.271 0913 0.913 0.874 | 0.8744

BN BayesNet 0.957 0.136 0.957 0.957 0.987 | 0.9873
NaiveBayes 0.946 0.009 0.961 0.946 0.987 | 0.9873
NaiveBayesUpdateable | 0.946 0.009 0.961 0.946 0.987 | 0.9873

Rules JRip 0.946 0.202 0.944 0.946 0.827 | 0.8267
DecisionTable 0.935 0.268 0.932 0.935 0.966 | 0.9659
OneR 0.859 0.409 0.863 0.859 0.725 | 0.7249
PART 0.924 0.334 0.919 0.924 0.853 | 0.853
ZeroR 0.859 0.859 0.737 0.859 0.413 | 0.4129

Misc FLR 0.957 0.2 0.955 0.957 0.878 | 0.8783
InputMappedClassifier | 0.859 0.859 0.737 0.859 0.413 | 0.4129

Functions | Logistic 0.946 0.137 0.948 0.946 0.919 | 0.91916087
MultilyerPreceprton 0.957 0.136 0.957 0.957 0.981 | 0.9815
SGD 0.946 0.202 0.944 0.946 0.872 | 0.872
SimpleLogistic 0.957 0.136 0.957 0.957 0.981 | 0.9815
SMO 0.957 0.2 0.955 0.957 0.878 | 0.8783
VotedPreceptron 0.859 0.859 0.737 0.859 0.488 | 0.48796087

Lazy IBK 0.957 0.136 0.957 0.957 0.936 | 0.9357
KStar 0.837 0.541 0.832 0.834 0.771 | 0.77144674
LWL 0.913 0.143 0.927 0.913 0.9 0.89990109

Receiver Operating Characteristic (ROC) and Area Under
Curve (AUC) are important criteria used for evaluating and
measuring the performance of machine learning algorithms.
ROC and AUC are suitable for visualizing the performance of
different classifiers in supervised and unsupervised learning
fields.

ROC takes a value between 0 and 1 that reflects the
classifier’s accuracy. As much as the ROC value reaches
value 1, the model becomes more accurate [56], [86]. The
AUC takes a value from O to 1, where 1 indicates the
classifier performance as perfectly accurate and O indicates
the classifier performance as perfectly inaccurate. A value
falling between 0.7 and 0.8 is considered acceptable; an
excellent value is a value between 0.8 and 0.9; and a value
above 0.9 is considered an outstanding value. On the other
hand, the value that lies under 0.5 indicates that the classifier
performance is weak [71].

Table 3 lists a comparison among different categories of
supervised learning, such as DT, where different algorithms
such as Decision Stump, Hoeffding Tree, J48, LMT, Ran-
domForest, RandomTree, and RepTree are examined. The
field of Bayes Net (BN) is also examined, and different
algorithms are used, such as BayesNet, NaiveBayes, and
NaiveBayesUpdateable. In the regression category, Logistic,
Stochastic Gradient Descent (SGD), and Sequential Minimal
Optimization (SMO) have been examined. Additionally,
other algorithms and classifier categories, such as Neural
Network based algorithm (MultilayerPrecetron), K-Mean,
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KStar, and Locally Weighted Learning (LWL) have been
examined. Based on the performance results, the top five
supervised machine learning algorithms have been selected
to visualize the best one among them. The comparison is
implemented based on TP, FP, Precision, and Recall as a first
step. The second step is to visualize the ROC and AUC of the
selected top five algorithms.

Fig. 3 lists the performance criteria of the top five
supervised algorithms (LMT, BaysNet, MultilyerPreceptron,
SimpleLogistic, and IBK) as a chart. The LMT algorithm
came in first with (96.7%) followed by the remaining four
algorithms with (95.7%) in predicting the TP values. LMT
also came in as the top algorithm in low predicting rate
of FP values with (13.4%) followed by the remaining four
algorithms with (13.6%). The LMT algorithm came in first
place in precision with (96.7%) followed by the remaining
algorithms with (95.7%) and also in first place in recall with
(96.7%) followed by the remaining algorithms with (95.7%).

The value of ROC is considered outstanding if it exceeds
the value of 0.9 [87], [88]. Based on that, all five algorithms
are outstanding at predicting instances. LMT came in first in
ROC value with (0.988), followed by the BaysNet algorithm
with (0.987), MultilayerPreceprton and SimpleLogistic algo-
rithms with (0.981), and the IBK algorithm with (0.936).
The ROC of BaysNet with a value of (0.9873) came in first
place, followed by the LMT algorithm with (0.9833), the
MultilayerPreceptron and SimpleLogistic algorithms with
(0.9815), and the IBK algorithm with (0.9357). The ROC
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and AUC have been shown in detail in Fig. 4 and Fig. 5,
respectively.

Table 4 lists the performance criteria of unsupervised
machine learning algorithms, specifically in the clustering
approach. EM algorithm is the top accurate algorithm in pre-
dicting the TP values with (98.5%) followed by Farthest First,
FilteredCluster, and SimpleKMean algorithms with scores
of (92.4%), MakeDensityBased algorithm with (91.3%),
HierarchicalCluster algorithm with (85.7%), and Canopy
algorithm with (83.7%). Based on FP rate, EM came in first
with a low prediction rate of FP values with (0.2%), followed
by Simple K-Mean and Filtered Clusterer algorithms with
(1.3%), MakeDensityBased algorithm with (1.4%), Farthest
First algorithm with (7.7%), Canopy algorithm with (54.1%),
and Hierarchical Clusterer algorithm with (87%). Based on
the Precision criterion, EM came in first place with (98.6%),
followed by SimpleKMean and Filtered Clusterer algorithms
with (95.1%), MakeDensityBased algorithm with (94.6%),
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Farthest First algorithm with (94.1%), Canopy algorithm with
(83.2%), and Hierarchical Clusterer algorithm with (75.2%).
The ROC and AUC have been shown in detail in Fig. 7 and 8,
repectively.

Fig. 6 represents the performance criteria of the top three
unsupervised machine learning algorithms, namely: EM,
Filtered Clusterer, and Simple K-Mean algorithms. Fig. 6
shows that the EM algorithm is the best algorithm for
clustering with (98.5%), followed by both Simple K-Mean
and Filtered Clusterer algorithms with (92.4%) in predicting
the TP values. EM came in first place for the low predicting
rate of FP values, as well as in precision and recall.

As discussed earlier, the values of ROC and AUC reflect
the accuracy of predicting the TP rate and FP rate. As shown
in Fig. 7 and Fig. 8, the ROC and AUC of both simple
K-Mean and Filtered Clusterer algorithms are considered to
be outstanding since they exceed the 0.9 value with 0.956 for
ROC and 0.9557 for AUC, followed by the EM algorithm
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TABLE 4. Performance criteria of unsupervised algorithms.
Category Algorithm TP rate | FPrate | Precision | Recall | ROC | AUC
Canopy 0.837 0.541 0.832 0.837 0.771 | 0.88545
EM 0.985 0.002 0.986 0.985 0.852 | 0.61151087
Clustering | Farthest First 0.924 0.077 0.941 0.924 0.924 | 0.9236
FilteredCluster 0.924 0.013 0.951 0.924 0.956 | 0.9557
HierarchicalCluster 0.857 0.87 0.752 0.857 0.725 | 0.52130761
MakeDensityCluster | 0.913 0.014 0.946 0.913 0.949 | 0.9494
SimpleKMean 0.924 0.013 0.951 0.924 0.956 | 0.9557
!
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FIGURE 6. Performance of unsupervised machine learning algorithms.

with 0.852 for ROC and 0.611 for AUC. Since EM is
considered to be the optimal algorithm for clustering based
on the performance criteria discussed earlier, the AUC and
ROC also support this concluded point.

VI. MODEL PERFORMANCE OBSERVATION

The basic concept of attribute selection in DT relies on
the measures adopted for the selection method. DT adopts
information gain (IG) as an attribute selection method, where
the attribute with the highest IG value is chosen as the
splitting node. IG is the average amount of information used
to classify the instances as a class label and is calculated by
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using different information entropy equations. The attribute
type, data set characteristics, size, and dimensionality affect
the accuracy of the DT algorithms [89], [90], [91]. The data
type of the predicted class makes the DT classifier prediction
accuracy high or low.

The LMT algorithm is based on two classification
approaches: tree induction and logistic regression. This
algorithm uses logistic regression for the leaves of the tree
produced. As a result, the accuracy of the small dataset with
a low number of attributes and no missing values will be
very high. Moreover, the concept of building a network for
classification or feature selection in the Bayesian approach
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relies on adopting probability to find the correlation among
features. For the continuous features domain, the numeric
attribute value is distributed, and then the distribution is
represented later by its standard deviation and mean values.
The probability after that can easily be calculated to find
the correlation among attributes [92], [93]. Other algorithms,
such as KNN and K star adopt probability and entropy
approaches to measure the distance among attributes based
on particular algorithms, such as IB1, 2, and 3, or even
DT algorithms. Hence, the overall performance of the
supervised algorithms is restricted by the type of the final
class, whether it is a nominal or binary class, the type
of the attributes, and whether there are missing values in
the attributes, besides the previous characteristics of the
dataset.

Regarding unsupervised learning, in addition to metrics or
effects that increase the accuracy of the outputs, the selection
of the algorithm is the most important challenge faced in
order to obtain the best accuracy in results. Many properties
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should be found in a good clustering algorithm, such as
performing well with massive data, analyzing single and
mixtures of attribute types, and the ability of the algorithm
to deal with deviations (outliers) to enhance the quality of
the cluster. In addition, the results of the algorithm must be
usable, interpretable, and easy to understand. Another feature
of a good algorithm is its ability to operate with the lowest
requirements for input parameters to avoid bias in the result,
especially with higher dimensionalities and considerable
data. Another feature to be considered is the sensitivity of the
arrangement of inputs that can obtain different ideal results
when presented to algorithms in different arrangements
within the same data set. Finally, the optimal algorithm
selection also depends on the kind of data set and the objective
of the analysis [78], [94].

Since the clustering algorithm aims to be general, it is
an important issue when selecting a clustering algorithm
that makes the shape correspond to the resulting cluster.
The clustering algorithms are biased toward determining the
shapes and structures of the clusters, while it is not easy
to determine the corresponding biased shape. The structure
of the cluster may not be determined, especially with the
datasets that hold categorical data types. The amount of
dimension/attribute present in most datasets is huge. The
majority of the existing clustering algorithms are unable to
manage anything greater than a small number of dimensions,
about eight to ten dimensions. Hence, the clustering of
high-dimensional datasets is a challenge. An example of such
high-dimensional datasets is the US census dataset. The pres-
ence of a huge number of attributes has proven to be the cause
of dimensionality. This is associated with the following: (a)
an increase in the number of attributes results in an increase in
the number of resources needed to represent their growth; (b)
for so many distance and distribution functions, the distance
of a given point from the nearest and furthest neighbor is
almost the same. As a result of the increase in time needed
to process the data, both of the above-mentioned factors
significantly affect the efficiency of a clustering algorithm.
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Sequentially, the resulting clusters will have very poor
quality [94].

VIl. CONCLUSION

Many models and mechanisms are proposed to overcome
congestion control problems and enhance the overall network
performance. The proposed study handled the problem of
congestion control in the 5G environment by examining
supervised and unsupervised ML algorithms to find the
optimal algorithm for predicting the optimal node.

In the field of supervised ML, twenty-six algorithms
were tested: seven DT algorithms, three BN and lazy
algorithms, five rules algorithms, and eight other algorithms.
In the field of unsupervised ML, seven clustering algorithms
are examined. Cronbach’s alpha results showed that it is
impossible to measure the consistency due to the huge
variance in the data set columns’ domains. This variance
makes the prediction based on the changing data difficult.
Many conditions determine optimal congestion window
management, such as low packet loss, high congestion
window, high queue size, and high throughput.

Since it is difficult to measure the performance of all
supervised algorithms by charts, only the top five supervised
algorithms were discussed based on their performance
criteria, namely: LMT, BaysNet, MultilyerPreceptron, Sim-
pleLogistic, and IBK. The LMT algorithm came in first with
(96.7%) followed by the remaining four algorithms with
(95.7%) in predicting the TP values. LMT also came in first
place in the low predicting rate of FP values with (13.4%)
followed by the remaining four algorithms with (13.6%). The
LMT algorithm came in first place in precision with (96.7%)
followed by the remaining algorithms with (95.7%) and also
in first place in recall with (96.7%) followed by the remaining
algorithms with (95.7%). The TP rate and FP rate are so close,
due that, the ROC and AUC are measured for all algorithms
to find the optimal one. LMT came in first in ROC value
with (0.988) followed by the BaysNet algorithm with (0.987),
MultilayerPreceprton and SimpleLogistic algorithms with
(0.981), and IBK algorithm with (0.936). The ROC of
BaysNet with a value (0.9873) came in first place, followed
by the LMT algorithm with (0.9833), MultilayerPreceptron
and SimpleLogistic algorithms with (0.9815), and the IBK
algorithm with (0.9357).

In unsupervised ML, the performance criteria of the
top three algorithms, namely: EM, Filtered Clusterer, and
Simple K-Mean, were measured. The EM algorithm was
the best algorithm for clustering with (98.5%) followed by
both Simple K-Mean and Filtered Clusterer algorithms with
(92.4%) in predicting the TP values. EM came in first place
for the low predicting rate of FP values and first in precision
and recall. The values of ROC and AUC reflect the accuracy
of predicting the TP rate and FP rate. The ROC and AUC
of both simple K-Mean and Filtered Clusterer algorithms
were outstanding, with 0.956 for ROC and 0.9557 for AUC,
followed by the EM algorithm with 0.852 for ROC and
0.611 for AUC.
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Future research directions can include the implementation
of optimal supervised and unsupervised ML algorithms in a
real-world environment with stream data. Stacking can be
examined to combine the best and optimal algorithms in
the proposed model to predict the optimal node with higher
accuracy and lower prediction time and resources.
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