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Abstract
The occurrence of Sub-Synchronous Resonance (SSR) phenomena can be attributed to the interaction that takes place
between wind turbine generators and series-compensated transmission lines. The Doubly-Fed Induction Generator
(DFIG) is widely recognized as a prevalent generator form employed in wind energy conversion systems. The present
paper commences with an extensive exposition on modal analysis techniques employed in a series of compensated
wind farms featuring Doubly Fed Induction Generators (DFIGs). The system model encompasses various components,
including the aerodynamics of a wind turbine, an induction generator characterized by a sixth-order model, a second-
order two-mass shaft system, a series compensated transmission line described by a fourth-order model, controllers
for the Rotor-Side Converter (RSC) and the Grid-Side Converter (GSC) represented by an eighth-order model, and a
first-order DC-link model. The technique of eigenvalue-based SSR analysis is extensively utilized in various academic
and research domains. The eigenvalue technique depends on the initial conditions of state variables to yield an accurate
outcome. The non-iterative approach, previously employed for the computation of initial values of the state variables, has
exhibited issues with convergence, lack of accuracy, and excessive computational time. The comparative study evaluates
the time-domain simulation outcomes under different wind speeds and compensation levels, along side the eigenvalue
analysis conducted using both the suggested and non-iterative methods. This comparative analysis is conducted to
illustrate the proposed approach efficacy and precision. The results indicate that the eigenvalue analysis conducted
using the proposed technique exhibits more accuracy, as it aligns with the findings of the simulations across all of the
investigated instances. The process of validation is executed with the MATLAB program. Within the context of the
investigation, it has been found that increasing compensation levels while simultaneously decreasing wind speed leads to
system instability. Therefore, modifying the compensation level by the current wind speed is advisable.
Keywords
Sub-Synchronous Resonance, wind turbine, DFIG, eigenvalue-based SSR.

I. INTRODUCTION

A transmission line maximum transmittable power may be
increased by installing a fixed series capacitor throughout its
length. Nevertheless, one of the barriers influencing the use
of series capacitive compensation widely in wind farms is the

possible threat of SSR, impacting the stability and safety of
the whole system [1]. An example of the SSR phenomenon
is when a wind turbine using a DFIG is connected to a series-
compensated network, and the two-systems trade energy at
frequencies other than the fundamental frequency. SSR will
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occur if the compensation level is high and the wind speed
is low [2]. Induction Generator Effect (IGE) and Torsional
Interactions (TI) are the two primary types of SSR.
In contrast to the IGE, which only involves the electrical part
and how it interacts with the electrical network and genera-
tor, the TI effect has both electrical and mechanical parts [3].
The principal cause of Sub-Synchronous Resonance (SSR) in
wind farms connected to a series compensated network is the
network resonance oscillation mode, commonly referred to
as IGE. Torsional modes in wind turbines have a frequency
of 1-3 Hz because of the low shaft stiffness of the drive train;
hence, it takes a very high amount of series compensation,
which is uncommon, to generate TI [4]. As the IGE impact
is the most pressing issue with current wind farms, it is the
focus of this research.
Literature [5–10] has analyzed the SSR in series-compensated
wind farms that use DFIGs. In these publications, we give a
modeling and stability study of wind farms that use DFIGs
and connect to the grid through a fixed-series compensated
transmission line. According to [5, 6], the SSR might be
useful for large wind farms that use double-cage induction
generators connected to a fixed series-compensated line. It
has been looked into [7–10] how well DFIG converters lower
SSR in a fixed-series compensated DFIG-based wind farm.
Time-domain simulation [5, 11], frequency-scanning [7, 12] ,
and eigenvalue analysis [9, 13] are only a few of the method-
ologies offered for SSR analysis. Several SSR studies [14–17]
have used the latter strategy, making it the most prominent
approach. However, 1) the authors have prioritized system
modeling above, explaining the method of obtaining the ini-
tial values; 2) they have employed the iterative technique to
compute the initial values; and 3) they haven’t supplied nearly
enough data to make the calculations meaningful. In [18], the
authors propose an analytical method that has no assumptions,
requires less computation time, is simple and easy to imple-
ment, takes into account the loss of the DFIG back-to-back
converter, allows for non-zero reactive power delivery via the
DFIG grid-side converter, and has no convergence problem.
For this reason, the obtained starting values are reliable.
Several methods of analysis are utilized in this research to
study SSR. The following are some critical contributions to
this work:
1- Based on the eigenvalue technique, a new analytical strat-
egy is provided for SSR analysis that is easy and accurate.
2- We build a complete model of a wind farm powered by
DFIGs and connected to a series-compensated grid with MAT-
LAB/Simulink.
3- The findings of a time-domain simulation are compared
with those of an eigenvalue analysis based on the suggested
and iterative approaches, and this is done for a range of wind
speeds and compensation levels.

Fig. 1. Power system diagram for the proposed circuit.

The remaining sections of the paper are structured as follows:
Section II. details introduces system modeling. In Section
III. , the starting values of the state variables are determined.
In Section IV. , we do an eigenvalue analysis. In Section V. ,
we provide our results from the SSR analysis. Section VI.
provides the conclusion.

II. ELECTRICAL POWER SYSTEM LAYOUT

1) Power Circuit
The infinite bus in this setup receives power from a 100 MW
DFIG-based wind farm through a 161 kV series compensated
transmission line. An installation of fifty 2-MW wind tur-
bines would make up the 100-MW wind farm, as shown in
Fig. 1 [14]. In this configuration, the whole power system is
modelled. This includes the dynamic behaviour of the wind
turbine aerodynamics, shaft system, induction generator (IG),
Rotor Side Converter (RSC) controller, Grid Side Converter
(GSC) controller, DC link, and series compensated transmis-
sion line. DFIG operates at 575 V and 60 Hz as its nominal
voltage and frequency. The appendix contains the parameters
for the single model and the aggregated model.

2) Analysis of Small-Signal Stability
The capacity of a system to remain stable in the presence of
minimal perturbations is known as its small-signal stability.
The small-signal stability study of a power system may help
designers understand its intrinsic small-signal dynamic prop-
erties. A power system’s behaviour may be described by a set
of n first-order non-linear ordinary differential equations [19].
We could also be interested in the output variables, which may
be written in terms of the state and input variables as follows:

ẋ = f(x,u) (1)

y = g(x,u) (2)
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Where x = [x1, x2, ...,xn]
T is the state vector, and xi are state

variables. The inputs to the system are represented by the
column vector u = [u1,u2, ...,ur]

T and y = [y1, y2, ...,ym]
T

is the vector of outputs, and g(x,u) is a vector of nonlinear
functions; that relate outputs to inputs and state variables. It
is possible to represent the dynamics of the system in state-
space form by linearizing the differential equations (1) and
(2) around an operational point, as long as the disturbances to
the system are assumed to be small as shown in (3) .

∆ẋ = A∆x+B∆u

∆y =C∆x+D∆u
(3)

3) Aerodynamics of Wind Turbines
From the wind speed Vw, we may derive the torque produced
by the wind on the turbine shaft, as shown in [20]:

Te =
pw

ωm
=

1
2 ρπR2Cpv3

w

ωm
(4)

Coefficient The power coefficient of the blade, CP, is calcu-
lated as follows:

CP = K1(
K2

λi
−K3β −K4β

K5 −K6)(e
k7
λi )

λi =
1

λ + k8

(5)

Where λi (i = 1,2, . . . . . . .,8) are constant and the tip step
ratio (λi) and the pitch angle (β ).
Another definition for λi, the wind speed tip-speed ratio, is as
follows:

λi =
ωmR
VW

(6)

The link between wind speed and generator speed, power, and
torque may be shown in Tabel I. These numbers were derived
as unit values based on Pbase = 2 Mw, N = 1500 rpm, and
Tbase = 12732 Nm.

4) Methods for Regulating DFIG Converters
Usually, the Rotor Side Converter (RSC) controls the electric
torque (or the rotor speed) of the DFIG and the power factor at
the stator terminals. The vector technique typically employs
a qd rotating frame synchronized with the vector stator flux
to regulate rotor currents. In this reference frame, the electric
torque is directly proportional to the rotor current along the
q-axis.
Also, reactive power regulation in the machine is made by ad-
justing the d-axis component of the rotor current. Regulating
the DC-link voltage and allowing actual power to pass through
the converter are the major objectives of the GSC. According
to [21], the Vector Controller (VC) approach is often used for

TABLE I.
RELATION BETWEEN WIND SPEED WITH GENERATOR

SPEED, POWER, AND TORQUE

vw(m/s) 5 6 7 8 9 10 11
ωm 0.39 0.47 0.55 0.63 0.71 0.79 0.87
pm 0.08 0.12 0.16 0.21 0.27 0.34 0.41
Tm 0.21 0.26 0.30 0.34 0.39 0.43 0.47

vw(m/s) 12 13 14 15 16 17
ωm 0.94 1.02 1.10 1.18 1.26 1.34
pm 0.49 0.58 0.67 0.77 0.87 0.99
Tm 0.51 0.56 0.60 0.65 0.69 0.73

the Grid Side Converter (GSC), where the reference frame is
aligned with the grid-voltage vector. Controllers for both RSC
and GSC are modeled. Fig. 2 presents the MPPT curve, which
shows the connection between wind power and wind speed.
However, the DFIG can maintain a nearly constant rotational
speed when the wind speed is relatively low. So, when the
wind speed is high enough, the MPPT torque reference will
be higher than the turbine rated torque, and the DFIG will
start running at maximum constant torque [22].
It is the job of the GSC and RSC to regulate the DFIG such
that, in a steady state, it follows the MPPT curve. The two
controllers block schematics are seen in Fig. 3. The GSC
controller regulates both the induction generator’s terminal
voltage (Vs) and the DC-link voltage (VDC). The RSC con-
troller controls the stator reactive power (Qs) and electric
torque (Te). To operate on the maximum power point tracking
(MPPT) curve at a steady state, electric torque (Te) must be
equal to wind torque (Tw) while considering just power losses.
So, using the value of T ∗

e derived from the MPPT curve shown
in Fig. 2, we can get the reference torque, T ∗

e . Reactive power
control objectives, such as fixed reactive power or unity power
factor, determine the value of reference reactive power Qs [23].
This article chooses the second approach and uses a value of
0 for Q∗

s .

5) Model of The Shaft System

The reliability of power systems is often studied using a two-
mass drive train model. The first mass stands for the low speed
of the wind turbine shaft, while the second mass refers to the
high rate of the DFIG shaft. The state-space representation of
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Fig. 2. Wind power and wind speed relationship for MPPT
curve.

a system with two masses appears to be this [23]:

d
dt

 ωw
ωg
TI

=


−2 Bw−Bg

2Hw

Bw+Bg
2Hw

−1
2Hw

Bw+Bg
2Hg

−2 Bg−Bw
2Hg

1
2Hg

ktgωe −ktgωe 0


 ωw

ωg
TI

+

 1
2Hw

0 0
0 1

2Hg
0

0 0 1


 Tmec

Te
0


(7)

Where the inputs for the model of the shaft system are set up
Tmec and Te. State variables, on the other hand, are ωw, ωg
and TI . Two-mass model constants are Bw, Bg, Hw, Hg, ktg,
and ωe. Each of the parameters is represented in terms of per
unit. The ideal wind turbine torque, Tm, may be obtained by
consulting Table I for any given wind speed; the value of Te,
on the other hand, can be expressed in terms of the currents
of DFIG as follows:

Te = Xm(idr iqs + idr iqr − ids iqr − iqr idr) (8)

6) Model of Transmission Line
In power system studies, the dynamics of transmission net-
works are often disregarded, yet they have a connection to the
SSR phenomenon. The transmission line may thus be mod-
eled as a series RLC circuit as shown in Fig 4. The equations
of dynamics for each phase are described as follows:

RlineiL +Lline
diL
dt

+ vc = vs −Eb

Ccomp
dvc

dt
= iL

(9)
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Fig. 3. (a) Rotor side controller. (b) Grid side controller.
Rotor and grid side controllers.

Fig. 4. Transmission line and capacitor compensation model.

By using a state-space model, the equations describing the
dynamics of transmission lines may be written as follows:

d
dt


iqL
idL
vqC
vdC

=


−Rline
Xline

−ωe
−1

Xline
0

ωe
−Rline
Xline

0 −1
Xline

Xcomp 0 0 −ωe
0 Xcomp ωe 0




iqL
idL
vqC
vdC

+


ωb 0 0 0
0 ωb 0 0
0 0 1 0
0 0 0 1




vqs−Eqb
Xline

vds−Edb
xline
0
0


(10)
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7) Model of DFIG
The DFIG with the rotor-side converter uses a dynamic model
of the sixth order. The model is shown to be [24]

dXDFIG

dt
= ADFIGXDFIG +BDFIGUDFIG (11)

where

XDFIG
T =

[
iqs ids ios iqr idr ior

]
UDFIG

T =
[
vqs vds vos vqr vdr vor

]

BDFIG = ωb


Xs 0 0 Xm 0 0
0 Xs 0 0 Xm 0
0 0 Xls 0 0 0

Xm 0 0 XR 0 0
0 Xm 0 0 XR 0
0 0 0 0 0 XlR



ADFIG =−BDFIG


rs aXs 0 0 aXm 0

−aXs rs 0 −aXm 0 0
0 0 rs 0 0 0
0 bXm 0 rR bXR 0

−bXm 0 0 −bXR rR 0
0 0 0 0 0 rR


a =

ωs

ωb

b =
ωs −ωs

ωb

The values of the constants (electrical parameters) in appendix
are represented by BDFIG, the inputs by UDFIG, the state vari-
ables by XDFIG, and ADFIG by a constant and a single variable
(rotor speed ωr). Direct, quadrature, and zero-sequence com-
ponents are indicated by d, q, and 0 on the stator and rotor
sides, respectively. The parameters i0s, i0r, v0s, and v0r are all
equal to zero, indicating that the system is in balance.

8) Model DC-LINK
In this research, they analyze the behavior of DC-link ca-
pacitors. Fig. 1 depicts the DC-link separated back-to-back
converters connecting the DFIG to the grid. The DC-link is de-
veloped as a first-order model to consider capacitor dynamics
in the DC-link.

Clinkvlink
vlink

dt
= Protor −Pgrid (12)

Both the rotor-side converter’s active power, Pr, and the grid-
side converter’s active power, Pg, are calculated as:

Pr = (
1
2
)(vqriqr + vdridr) (13)

Pg = (
1
2
)(vqgiqg + vdgidg) (14)

9) Model for an Integrated System
Certain more algebraic equations are needed to combine the
DFIG model with the transmission line model.
First, the current through the GSC is determined by applying
KCL at the intersection of the stator, GSC, and transmission
line (see Fig. 1). As a result, they may derive the following
equation:

igrid = istator + iline (15)

Currents in the GSC along the qd axis may be expressed as

iqg = iqs + iqL (16)
idg = ids + idL (17)

Second, to determine the DFIG terminal voltage, KVL is
applied at an identical position.

vgrid − vstator = jXgcigrid (18)

where vgrid is being supplied by the GSC controllers. The
voltages at the terminals of the qd-axis are given as:

vqs = vqg − jXgcigrid (19)
vds = vdg + jXgcigrid (20)

The reactive power of the stator is calculated as

Qs = (
1
2
)(vqsids − vdsiqs) (21)

III. INITIAL VALUES OF STATE VARIABLES
CALCULATION

The primary objective of this process is to determine the
values of the initial state vector X0 when the operating point
is altered (by modifying the compensation level, K = Xc

XL
, and

wind speed). Accordingly, the initial value may be defined as
follows.

x0 =

[
ωw ωg Tl iqL idL vqc vdc iqs
ids iqr idr vlink

]
(22)

Anywhere in the operational range, the initial VDC voltage is
1200 V. Based on the wind speed, the initial values for the
shaft system (ωw, ωg,and Tl) may be found in Table I The
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remaining initial values may be calculated in three stages.
Step 1 entails doing a load flow analysis. In stages 2 and 3,
they acquire the starting values for the transmission line and
DFIG.
step 1:The Analysis of Load Flow
The steady-state equivalent circuit of the system is seen in Fig.
3; the system is comprised of two buses, denoted as PV and
infinite. Voltage magnitude and active power are planned for
the generator bus (1), DFIG stator node as if it were a PV bus.
Since we already know the magnitude and phase angle of the
voltage on the infinite bus (2), we may consider it a slack bus.
The following is the load flow study performed to achieve the
angle δ1 at the PV bus [14]

Rline v2
s

R2
line +

(
xline +xsys −xcomp

)2−

Rline vsEb

Rline
2 +

(
xline +xsys −xcomp

)2 cos(δ1)+

Rline vs
(
xline +xsys −xcomp

)
Rline

2 +
(
xline +xsys −xcomp

)2 sin(δ1)−Pm = 0

(23)

All other parameters remain unchanged when Xcomp and Pm
depend on the operating point. In the preceding equation, Xline
represents the sum of the reactance of the transmission line XL
(0.5 p.u) and the transformer XT (0.14 p.u). As an example,
assume a compensation level of 20 per cent (Xcomp= 0.1 p.u)
and a wind speed of 15 m/s (Pm =0.7727 per unit). With the
aforementioned formula, δ1 equals 0.4784 radians.
step 2:Transmission line initial conditions (iqL, idL, vqc, and
vdc)
As seen in Fig. 5 , the q-axis of the synchronously rotating qd
frame often coincides with the stator voltage of DFIG versus.
Quadrature and direct-axis voltage components for a DFIG
stator are written as:

vqs = vs = Eb = 1per unit

vds = 0 (24)

The direct and quadrature axes of the infinite bus voltage
components are computed as:

Edb = Eb sin(δ1)

Eqb = Eb cos(δ1) (25)

The transmission line model requires four equations due to
four state variables. The last four transmission line equations
are obtained when the time derivatives of (10) are adjusted to

zero.

− Rline

Xline
iqL −ωeidL −

1
Xline

vqc +
vqs −Eb cos(δ1)

Xline
= 0

ωeiqL −
Rline

Xline
idc −

1
Xline

vdc +
vds −Eb cos(δ1)

Xline
= 0

XcompiqL −ωevdc = 0
XcompidL −ωevqc = 0

(26)

The result of (24) It is possible to determine the starting values
for iqL, idL, vqc, and vdc. As an example, assuming a wind
speed of 15 m/s and a correction level of 20 per cent, 0.4784
is rad. This results in the values iqL0 = 0.8590, idL0 = 0.1761,
vqc0 = 0.0176, and vdc0 = 00859p.u.
step 3:Variables of the DFIG state (iqs, ids, iqr, and idr) and
their initial values.
The stator and rotor currents of a DFIG may be calculated
using the iqL and idL currents in the transmission lines. From
(24) and (25), they can derive the rotor currents idr and iqr;
from (26) and (27), they can get the rotor voltages vdrand vqr;
from (28), they can get the quadrature axis of the DFIG grid
side converter current iqg; and from (29) and (30), they can
get the stator currents [17].

idr = a1iqg +b1 (27)
iqr = a2iqg +b2 (28)
vqr = a3iqg +b3 (29)
vdr = a4iqg +b4 (30)

where

a1 =

(
ωbrS

ωexm
+

xSvds

xmvqs

)
b1 =

(
Qgref Xs

Xmvqs
− ωb

ωeXm
vqs −

ωbrS

ωeXm
iqL −

XS

Xm
idL

)
a2 =

(
Xs

Xm
− ωbrsvds

ωeXmvqs

)
b2 =

(
ωb

ωeXm
vds −

Xs

Xm
iqL +

ωbrs

ωeXm
idL −

Qgre f ωbrs

ωeXmvqs

)
a3 =

(
(ωe −ωr)Xm

ωb

vds

vqs
− a2rr −

(ωe −ωr)Xr

ωb
a1

)
b3 =

(
(ωe −ωr)QgrefXm

ωbvqs
− (ωe −ωr)Xm

ωb
idL −b2rr

− (ωe −ωr)Xr

ωb
b1

)
a4 =

(
(ωe −ωr)Xra2

ωb
− (ωe −ωr)Xm

ωb
− a2rr

)
b4 =

(
(ωe −ωr)Xrb2

ωb
− (ωe −ωr)Xm

ωb
iqL −b1rr

)
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Fig. 5. Infinite bus voltage is represented by a dq frame in
DFIG.

TABLE II.
THE INITIAL VALUES OF THE SYSTEM STATE VARIABLES,

WITH K = 50 PER CENT AND Vw = 9 M/S

ωgo = 1.18 ωmo = 1.18 Te = 0.65 δ1 = 0.4784
iqL0 =
1.3687

idL0 =
0.2497

vcq0 =
0.0749

vcd0 =
0.4106

iqs0 =
1.1695

ids0 =
0.2497

vqc0 =
1.2440

vdc0 =
0.0889

and

a5i2qg +b5iqgc5 = 0 (31)

where

a5 = a2a3 +a1a4

b5 =−vqs −
v2

ds
vqs

+a3b2 +a2b3 +a4b1 +a1b4

c5 = (−
Qgre f vds

vqs
+b2b3 +b1b4)

iqs =−(iqL − iqg) (32)

ids =−(iqL −
vds
vqs

iqg −
Qgre f

vqs
) (33)

The starting values of the state variables of the system at 60
per cent compensation and 15 m/s wind speed are shown in
Table II.

IV. ANALYSIS OF THE SSR METHOD

Using minor perturbations in the states and inputs to numeri-
cally compute the partial derivatives [25], MAT LAB/Simulink

can estimate the state-space matrices A, B, C, and D in a lin-
earized approximation. After supplying the starting values for
each state in the Matlab/Simulink model, and SSR−DFIG
is the name that will be used to save the file, the eigenvalues
of the system may be calculated with the help of the following
MATLAB commands:
<< [ABC D] = linmod(‘SSR−DFIG′)
<< eig(A)
Table III lists the 22 modes the system may attain given its
22nd state variables. Tables IV and V show the relation be-

TABLE III.
EIGENVALUES OF THE WHOLE SYSTEM’S MODES WHEN
THE CORRECTION LEVEL IS SET TO 50 PER CENT , AND

THE WIND SPEED IS 9 M/S.

Mode description Eignvalue
magnitude

Freq.(Hz)

λ1,2 SSR eigen-
value

-2.1±j166.4 26.4

λ3,4 Sup-
synchronous
eigenvalue

20.1±j586.4 93.3

λ5,6 Torsional
eigenvalue

-0.4±j1 0.15

λ7,8 Electro-
mechanical
eigenvalue

-52.3±j53.8 8.5

λ9,10 Very high-
frequency
eigenvalues

1763±j870.3 138.5

λ11,12 PI Controllers
eigenvalue

-23.2±j43.8 6.97

λ13,14 PI Controllers
eigenvalue

0±j0 0

λ15 No oscillatory
eigenvalue

-10 0

λ16 No oscillatory
eigenvalue

-8.4 0

λ17 No oscillatory
eigenvalue

-5.2 0

λ18 No oscillatory
eigenvalue

3.2 0

λ19 No oscillatory
eigenvalue

-1.1 0

λ20 No oscillatory
eigenvalue

-0.5 0

λ21 No oscillatory
eigenvalue

-48.2 0

λ22 No oscillatory
eigenvalue

-37.7 0
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Fig. 6. Relation between wind speed and compensation level
for the real eigenvalues.

Fig. 7. Relation between wind speed and compensation level
for different values of natural frequency.

tween wind speed and compensation level for the real eigen-
values and natural frequency. The results obtained from the
tables may be represented graphically in Fig. 6 and Fig. 7,
respectively. These figures are relation the real value of eigen-
values with changes in compensation level and wind speed to
show the boundary of the region stability system.

V. USING MATLAB/SIMULINK TO CALCULATE
THE SYSTEM’S EIGENVALUES

In this part of the article, an eigenvalue analysis is carried
out using both the technique that has been provided and the
approach that was iterated to validate the efficiency and pre-
cision of the presented method. The findings of the obtained
eigenvalue analysis are contrasted with the results of a time-
domain simulation, as shown in Fig. 8, carried out with
varying amounts of compensation and wind speeds.

1) Different Levels of Compensation
Here, time-domain simulation is used to examine how various
compensation schemes affect the system’s robustness. Fig. 9
and Fig. 10 is a time-domain simulation demonstrating that
raising the compensation level causes the system to become
unstable. When comparing the power response at speeds 10
m/s and 15m/s, we note that the stability of the system de-
creases with increasing the amount of compensation; however,
the drop becomes more apparent at speed 10 m/s since the sys-
tem is in the stage of instability of the power produced by the
wind turbine at that speed. They notice that the system is in a
state of purification after a period of instability at a rate of 10
m/s, and the compensation value is 100%. Table VI presents
the results of examining eigenvalues based on the proposed
and non-iterative approaches. The following observations
may be derived from Table VI by comparing the results of
the FFT analysis with those of the eigenvalue analysis: 1- It
is abundantly evident that the acquired frequency using the
suggested approach is very close to the frequency obtained
using FFT analysis ( fFFT = 26.8 Hz, fproposed = 26.769 Hz
at 15 m/s wind speed and 60 per cent compensation level). 2-
The frequency that can be achieved using the non-iterative
technique is lower than the frequency that can be obtained
with the FFT ( fFFT = 26.8 Hz, fnon-iterative = 26.467 Hz at
15 m/s wind speed and 60 per cent compensation level). 3- At
any given compensation level, the accuracy of the suggested
technique exceeds that of the non-iterative method. For in-
stance, the error based on the presented approach is around
0.115 percent, but an error based on the method that was non-
iterative is approximately 1.24 percent at 15 m/s wind speed
and 60 per cent compensation level.

2) Several Winds Speed
Using time-domain simulation and eigenvalue analysis based
on the suggested technique, this paper looks at the impact of
varying wind speeds on the system’s stability. As seen in Fig.
11 and Fig. 12, the system becomes stable when the wind
speed increases for two compensation levels 50% and 10%.
Table VII displays the results of an eigenvalue analysis using
both the proposed and the non-iterative methods. This table
shows the following conclusion: 1- The frequency acquired
using the suggested approach is quite close to that obtained
using FFT analysis ( fFFT = 34.6 Hz, fproposed = 34.593 Hz at
7 m/s wind speed and 50 per cent compensation level). 2- The
non-iterative approach yields an inaccurate frequency estimate
where the error percentage at 7 m/s wind speed and 50 per
cent compensation level is equal to 0.144 at the non-iterative
method while equal to 0.02 at the proposed method. 3- At
every wind speed, the results obtained using the proposed
approach are superior to those obtained using the non-iterative
method.
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TABLE IV.
WIND SPEED AND COMPENSATION LEVEL FOR THE REAL EIGENVALUES.

k\ VW 5 6 7 8 9 10 11 12 13 14 15 16 17
10 5.662 3.102 0.850 -0.787 -2.039 -3.005 -3.871 -4.466 -4.950 -5.349 -5.685 -5.973 -6.224
20 10.05 8.822 6.330 3.865 1.702 -0.008 -1.537 -2.588 -3.428 -4.111 -4.677 -5.155 -5.566
30 10.17 11.33 10.10 7.813 4.914 2.543 0.627 -0.892 -2.102 -3.077 -3.859 -4.544 -5.113
40 8.060 11.47 12.02 10.74 7.909 5.045 2.721 0.779 -0.816 -2.100 -3.091 -4.010 -4.745
50 5.033 10.05 12.39 12.50 10.30 7.579 4.862 2.461 0.479 -1.126 -2.316 -3.510 -4.423
60 1.984 7.775 11.58 13.15 11.93 9.652 6.848 4.140 1.797 -0.136 -1.500 -3.025 -4.134
70 -0.628 5.163 9.973 12.54 12.78 11.21 8.621 5.767 3.123 0.869 -0.999 -2.554 -3.874
80 -2.713 2.629 7.906 11.54 12.91 12.21 10.08 7.275 4.425 1.877 -0.484 -2.109 -3.636
90 -4.358 0.386 5.674 10.04 12.42 12.66 11.15 8.585 5.649 2.853 0.392 -1.720 -5.655

100 -5.607 -1.498 3.501 8.242 11.45 12.59 11.80 9.620 6.726 3.731 0.969 -1.442 -5.759

TABLE V.
WIND SPEED AND COMPENSATION LEVEL FOR DIFFERENT VALUES OF NATURAL FREQUENCY.

k\ VW 5 6 7 8 9 10 11 12 13 14 15 16 17
10 47.47 46.93 46.66 46.50 46.42 46.39 46.37 46.36 46.35 46.34 46.34 46.34 46.34
20 43.82 42.60 41.81 41.31 41.05 40.91 40.84 40.78 40.74 40.71 40.69 40.68 40.67
30 41.63 39.90 38.62 37.71 37.21 36.88 36.69 36.56 36.48 36.42 36.38 36.35 36.32
40 40.20 38.02 36.33 35.01 34.19 33.63 33.28 33.08 32.93 32.83 32.77 32.71 32.66
50 39.27 36.64 34.59 32.91 31.79 30.96 30.42 30.08 29.86 29.70 29.60 29.51 29.44
60 38.71 35.65 33.24 31.24 29.82 28.72 27.96 27.46 27.13 26.91 26.76 26.62 26.52
70 38.39 34.96 32.19 29.97 28.19 26.82 25.83 25.14 24.68 24.37 24.15 23.98 23.84
80 38.20 34.49 31.38 28.86 26.83 25.21 23.97 23.08 22.47 22.05 21.71 21.53 21.32
90 38.08 34.18 30.78 27.97 25.68 23.82 22.35 21.25 20.47 19.92 19.52 19.21 18.76

100 38.01 33.97 30.34 27.26 24.71 22.62 20.93 19.61 18.63 17.93 17.41 16.99 18.95

Fig. 8. All-system simulation model.

VI. CONCLUSION

A established analytical technique for establishing the begin-
ning values for SSR analysis may be found in this work, done

recently. The analytical technique does away with the neces-
sity of making assumptions; in addition to this, it is precise,
uncomplicated, simple, easy to put into practice, computa-
tionally efficient, and time-efficient. The extraction of the
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TABLE VI.
FREQUENCY ANALYSIS ( fFFT ) OF THE ELECTRICAL POWER SIGNAL (P), EIGENVALUE ANALYSIS (NON-ITERATIVE

APPROACH), AND EIGENVALUE ANALYSIS (PROPOSED METHOD) AT VARYING DEGREES OF CORRECTION.

Vwax K% fEET
Non-iterative method
[17] Freq. Error % Present method Freq.

Error
%

15

20 40.7 −4.43± j251.3 39.995 1.73 −4.67± j255.7 40.69 0.02
40 32.8 −2.99± j202.3 32.197 1.8 −3.09± j205.91 32.773 0.082
60 26.8 −1.32± j166.3 26.467 1.24 −1.5± j168.2 26.769 0.115
80 21.9 −0.423± j134.9 21.47 1.96 −0.484± j136.466 21.719 0.826

100 17.5 0.924± j108.99 17.346 0.88 0.9694± j109.446 17.4189 0.463

10

20 41 −0.0078± j236.54 37.646 8.1 −0.00847± j237.046 40.9101 0.219
40 33.7 5.014± j210.8 33.549 0.44 5.045± j211.35 33.637 0.186
60 28.8 9.322± j180.08 28.66 0.486 9.652± j180.479 28.724 0.263
80 25.3 12.04± j158.04 25.152 0.584 12.216± j158.401 25.210 0.355

100 22.7 12.325± j141.98 22.596 0.4581 12.595± j142.128 22.62 0.352

TABLE VII.
CALCULATE THE FREQUENCY CONTENT OF THE ELECTRICAL POWER SIGNAL (P) USING FAST FOURIER TRANSFORM
( fFFT ), NON-ITERATIVE EIGENVALUE ANALYSIS, AND THE PROPOSED EIGENVALUE ANALYSIS AT VARIABLE WIND

SPEEDS.

K% Vwx fFET
Non-iterative method
[17] Freq. Error % Present method Freq. Error %

50

5 39.4 4.98± j244.32 38.88 1.31 5.03± j246.795 39.278 0.309
7 34.6 11.98± j217.1 34.55 0.144 12.027± j217.359 34.593 0.02
9 31.85 10.12± j199.21 31.705 0.455 10.3± j199.749 31.791 0.185
11 30.6 4.802± j190.98 30.395 0.669 4.862± j191.196 30.429 0.558
13 29.9 0.442± j185.2 29.475 1.421 0.479± j187.622 29.8609 0.1307
15 29.75 −2.142± j184.3 29.33 1.41 −2.316± j186.041 29.609 0.4739

10

5 47.6 5.521± j297.91 47.413 0.39 5.66± j298.321 47.479 0.254
7 46.8 0.792± j290.3 46.202 1.27 0.8507± j293.17 46.66 0.2991
9 46.5 −1.986± j290.42 46.22 0.6021 −2.039± j291.727 46.429 0.152
11 46.45 −3.351± j290.02 46.158 0.628 −3.871± j291.405 46.378 0.155
13 46.38 −4.42± j289.85 46.131 0.536 −4.95± j291.246 46.353 0.0582
15 46.36 −5.423± j289.45 46.067 0.632 −5.685± j291.183 46.343 0.0366
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(a) vw = 15m/s, K = 20 per cent

(b) vw = 15m/s, K = 40 per cent

(c) vw = 15m/s, K = 60 per cent

(d) vw = 15m/s, K = 80 per cent

(e) vw = 15m/s, K = 100 per cent

Fig. 9. Response of electrical power to changes in
compensation level for 15 m/s wind speed.

(a) vw = 10m/s, K = 20 per cent

(b) vw = 10m/s, K = 40 per cent

(c) vw = 10m/s, K = 60 per cent

(d) vw = 10m/s, K = 80 per cent

(e) vw = 10m/s, K = 100 per cent

Fig. 10. Response of electrical power to changes in
compensation level for 10 m/s wind speed.
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(a) vw = 5m/s, K = 50 per cent

(b) vw = 7m/s, K = 50 per cent

(c) vw = 9m/s, K = 50 per cent

(d) vw = 11m/s, K = 50 per cent

(e) vw = 13m/s, K = 50 per cent

(f) vw = 15m/s, K = 50 per cent

Fig. 11. Response of electrical power to changes in wind
speed for 50 per cent value of compensation level.

(a) vw = 5m/s, K = 10 per cent

(b) vw = 7m/s, K = 10 per cent

(c) vw = 9m/s, K = 10 per cent

(d) vw = 11m/s, K = 10 per cent

(e) vw = 13m/s, K = 10 per cent

(f) vw = 15m/s, K = 10 per cent

Fig. 12. Response of electrical power to changes in wind
speed for 10 per cent value of compensation level.
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eigenvalues and the computation of the DFIG steady-state
operating point have been provided. The findings of the eigen-
value for the recommended approach and the non-iterative
approach were compared with the simulation results at vari-
ous degrees of correction and with varying wind speeds. The
fact that the time-domain simulation matches the eigenvalue
analysis based on the suggested strategy demonstrates its su-
periority and accuracy compared to the non-iterative method
across all situations examined. In the study context, it has been
observed that raising compensation levels with a decrease in
wind speed results in system instability. Consequently, ad-
justing the compensation level based on the prevailing wind
speed is recommended.
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APPENDIX

TABLE VIII.
DFIG PARAMETERS

Parameters Single generator Wind frame
Rated power 2MW 100MW
Rated voltage 575 V 575 V

Rated
frequency 60 Hz 60 Hz

rss 0.023p.u.
Xls 0.18p.u.
RR 0.016p.u.
Xl 0.16p.u.
Xm 2.9p.u. 1200 V

Dc-link
voltage 1200 V 50∗10000µF

DC-link
capacitor 10000µF 100MW

Base power 2MW
Base voltage 575 V

TABLE IX.
TRANSMISSION LINES PARAMETERS

Transformer ratio
575 V/161

kV
Rated power 100MW
Rated voltage 161kV

Rated frequency 60 Hz
R im 0.02pu
Xdin 0.5pu

Xovown at 50% of
Com. level 64.8Ω

XT 0.14pu
Xow 0.06pu


	Introduction
	Electrical Power System Layout
	Power Circuit
	Analysis of Small-Signal Stability
	Aerodynamics of Wind Turbines
	Methods for Regulating DFIG Converters
	Model of The Shaft System
	Model of Transmission Line
	Model of DFIG
	Model DC-LINK
	Model for an Integrated System


	Initial Values of State Variables Calculation
	Analysis of The SSR Method
	Using Matlab/Simulink to Calculate The System's Eigenvalues
	Different Levels of Compensation
	Several Winds Speed


	Conclusion

