
Vol.:(0123456789)

Modeling Earth Systems and Environment 
https://doi.org/10.1007/s40808-024-01975-8

ORIGINAL ARTICLE

Modeling the impact of land use changes on the trend of monthly 
temperature in Basrah province, Southern Iraq

Safaa A. R. Al‑Asadi1   · Tareq J. A. Almula1 · Yaareb S. Abdulrazzaq1 · Alaa M. Al‑Abadi2

Received: 31 October 2023 / Accepted: 4 February 2024 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2024

Abstract
The current study aims to analyze the trend of monthly average temperature in Basrah province to understand the role of land 
use changes in this pattern. Data which was recorded at Hay Al-Hussain station in the city of Basrah over a span of 74 years 
(1948–2022) were utilized for this purpose. The non-parametric Mann–Kendall test and Sen’s slope estimator were used 
to estimate the trend and the magnitude of the trend, respectively. Findings revealed that the average temperature trend is 
increasing at a rate of 0.00475 °C/month (4.218 °C in total). This indicates that Basrah is experiencing a faster temperature 
increase than the global average (1 °C) and the Middle East region (2 °C). Five main factors contributed to the temperature 
rise in the study area: increasing oil fields, reduction of green cover, global warming, urban expansion, and wetland shrink-
age. Furthermore, the study revealed that the impact of changes in land use outweighs the effect of global warming on the 
temperature rise in the study area. This finding could facilitate the implementation of measures to reduce the warming rate 
within Basrah and other regions inside and outside Iraq, for the purpose of adapting to the climate change effects that are 
already occurring. This can be achieved by controlling unplanned changes in land use and minimizing their negative effects 
on the increase of temperature.
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Introduction

Temperature is a key component that has a significant impact 
on both humans and environment. It influences many areas 
of life on Earth, from human health and well-being to eco-
system dynamics and climate patterns. Temperature exerts 
a profound influence on the behavior and spatial distribu-
tion of diverse species within ecosystems. It exerts a critical 
impact on the growth rates of plants, the metabolic rates of 

animals, and the intricate interactions among species (Par-
mesan and Yohe 2003). Alterations in temperature can result 
in significant modification in the composition of species, 
thereby impacting the delicate balance of predator–prey 
dynamics, interspecies competition, and the overall equi-
librium of the ecosystem (Buckley et al. 2015). Temperature 
plays a pivotal role in climate patterns. It influences global 
atmospheric circulation, leading to the formation of weather 
systems, precipitation patterns, and wind currents (Roe and 
Steig 2004). Changing temperature contributes to shift-
ing climate zones and more extreme weather events. Tem-
perature changes can alter several hydrological processes, 
including precipitation and runoff patterns, which in turn 
also influence temperature (Tabari and Talaee 2011; Panda 
and Sahu 2019) Higher temperatures can aggravate drought 
conditions and increase water demand for agriculture, indus-
try, and residential use, putting a strain on water resources.

Global warming is one of the most challenging environ-
mental issues currently faced by the global community. This 
is due to human activity and the emissions of greenhouse 
gases (Farooq et al. 2021; Kotagama et al. 2023). Projected 
to rise in the average global surface temperature throughout 
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the twenty-first century by around 1.4–2.0 °C (Malik et al. 
2022). The Middle East represents one of the region’s most 
vulnerable to the impacts of climate change, due to the pres-
ence of arid and semi-arid areas. It is expected that countries 
in this region will experience an increase in temperature 
of more than 4.0 °C by the end of the twenty-first century 
(Osman-Elasha 2010; Mansouri Daneshvar et al. 2019). Iraq 
has been classified as one of the most five countries most 
vulnerable to climate change, due to the increasing impacts 
of greenhouse gas emissions over time as a result of the rise 
in crude oil production. It is expected that the temperature 
will increase by about 5.0 °C by the end of the twenty-first 
century (Hashim et al. 2022; Hassan et al. 2023).

Land use changes is one among the responsible factors 
for global warming (Jain et al. 2014; Halder et al. 2016), 
because of its direct role in changing surface physical prop-
erties such as surface reflectivity, surface roughness, and 
vegetation coverage (Hua et al. 2015; Li et al. 2017; Ru 
et al. 2022).

The province of Basrah has been subjected to the sever-
est cases of climate change, manifested by a sharp rise in 
temperatures and accompanying drought conditions, which 
have affected economic activities and ecological systems. 
This has put pressure on the local and central governments. 
Unfortunately, awareness, by decision makers of the dete-
riorating climatic conditions in the region is inadequate, 
because they believing that this problem has global causes 
rather than local ones. This contributes to the increase of 
the rate of temperature rise, which could lead to a serious 
environmental disaster that may endanger the future of the 
population and their stability in the region. For instance, the 
decrease in the flow of freshwater in Basrah province during 
the summer of 2018 led to its contamination due to the sharp 
rise in temperatures. This resulted in the infection and toxic-
ity of more than 118 individuals (Wille 2019).

There are numerous studies that have addressed the topic 
of climate change and its effect on health and the environ-
ment in the study region. They include both Iran and Saudi 
Arabia (Tarawneh and Chowdhury 2018; Mansouri Danesh-
var et al. 2019; Mousavi et al. 2020; Odnoletkova et al. 
2020). These studies collectively agree that temperatures 
are rising over time, and they identify the increase in carbon 
dioxide emissions from the energy sector and urbanization 
as the primary cause of this temperature increase.

The objectives of the current study are: (1) to determine 
the trends in monthly temperature averages in the province 
of Basrah; (2) to investigate the role of land use changes in 
the trend of temperature; and (3) an attempt to identify the 
primary potential causes of climate change, and seeking to 
assess the extent of each factor's impact on temperatures. 
This was done by using station-based data, remotely sensed 
data, and global hydrological models' data. This knowledge 
lays the foundation for devising sustainable management 

strategies and crafting effective mitigation plans for the 
province’s climate-related challenges.

Material and methods

The study area

Basrah province is located in the southern part of Iraq, 
between 29°6′–31°16′N and 46°43′–48°37′E. It is bordered 
by Kuwait and the Kingdom of Saudi Arabia to the south, 
and Iran to the east. It shares local boundaries with Thi Qar 
and Maysan provinces to the north, and Muthanna prov-
inces to the west (Fig. 1). Geomorphologically, the area of 
Basrah encompasses about 19,070 km2, representing 4.4% 
of the total area of Iraq. The territory of the province can 
be categorized into two distinct physiographic regions: the 
Mesopotamian plain (which covers 44.6%) in the eastern 
part, and the Western Plateau (which covers 55.4%) in the 
west. Shatt Al-Basrah Canal separates these two sections. 
Except for Sanam hill (Jabal Sanam) near the Iraq-Kuwait 
border, the majority of the study region is flat and feature-
less. It has elevation ranges between 0 and 5 m at the plain 
and 5–250 m at the plateau.

Basrah province encompasses numerous bodies and water 
resources, as it includes the Tigris and Euphrates rivers that 
confluence in the northern part. The twin rivers form the 
Shatt al-Arab River, which stretches for 200 km along Bas-
rah Governorate. Additionally, the region contains several 
marshes, situated in the northeastern and northwestern sec-
tions. Furthermore, Basrah is situated in the northwestern 
part of the Arabian Gulf, which constitutes the largest water 
body in the region (Kadhim et al. 2021).

Climatically, the study area is located within a desert cli-
mate region, characterized by two main seasons: a long and 
extremely hot dry summer, and a moderate temperature and 
low rainfall winter. Spring and fall are short and transitional 
seasons between the characteristics of summer and winter 
(Al-Asadi et al. 2023).

The study area witnessed three wars during the period 
1980–2003: the Iran-Iraq War (1980–1988), the First Gulf 
War in 1991, and the Second Gulf War in 2003. These wars 
had a significant impact on land use/ land cover in the study 
area, including the displacement of agricultural lands and 
wetland drainage projects. In addition, the absence of law 
enforcement after 2003 led to an increase in population 
numbers. As well as a noticeable increase in oil produc-
tion through the substantial expansion of oil field numbers 
(Ahmed et al. 2022).
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The data used

The data utilized in this study comprises historical monthly 
average temperature data for the period 1948–2022, recorded 

at the Al-Hussain station in the center of Basrah city (see 
Fig. 1). To check and validate the temperature data uti-
lized in this study, the temperature data from the Global 
Land Data Assimilation System (GLDAS) is used. GLDAS 

Fig. 1   Map of the study area
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represents a collaborative effort between NASA and interna-
tional partners, aiming to provide consistent, global datasets 
of essential land surface variables. These variables encom-
pass soil moisture, temperature, vegetation cover, surface 
energy, and water fluxes (Rodell et al. 2009). These data-
sets are created by combining satellite observations, in-situ 
measurements, and land surface models. The primary goal 
of GLDAS is to improve our understanding of the water of 
Earth, energy, and carbon cycles. The land surface model, 
which orchestrates the exchange of energy, water, and carbon 
between the land surface and the atmosphere, is at the heart 
of the GLDAS initiative. This model relies on meteorologi-
cal inputs like temperature, humidity, and precipitation to 
generate estimates for critical land surface factors, including 
soil moisture, evapotranspiration, and surface energy fluxes. 
As a result of the integration of satellite observations and 
in situ measurements, the model gains greater precision and 
spatial resolution. GLDAS datasets are widely used in a vari-
ety of applications, including climate and weather modeling, 
agricultural and water resource management, and natural 
disaster prediction (Xia et al. 2014). There are four main 
types of GLDAS models that are used to generate these data-
sets: Mosaic, Noah, the community land model (CLM), and 
the variable infiltration capacity (VIC). For the purpose of 
this study, the Noah model is used. The data of this model 

is available from 1948 to the present time (Niu et al. 2011). 
Model physics is improved and land surface variables are 
added to this updated version of the Mosaic model (Niu et al. 
2011). The basic statistical analysis of monthly temperature 
data of Noah model is also presented in Table 1. The correla-
tion coefficient between the temperature measurements taken 
in situ et al.-Hussain station and the Noah model registers 
a robust value of 0.99 (refer to Fig. 2). This outcome signi-
fies that despite the Noah data being a simulated model, its 
monthly temperature predictions are remarkably precise and 
reliable for practical utilization.

The areas of wetlands and green cover were identified 
by analyzing the satellite images of Landsat 7 and 8 using 
the normalized difference vegetation index (NDVI) and the 
normalized difference water index (NDWI). The areas of res-
idential areas and oil fields were identified by using super-
vised and unsupervised classification and visual interpreta-
tion of the same satellite images for the period 1980–2022.

Modeling approaches

To investigate the relationship between temperature and 
the potential influencing factors, the following modeling 
approaches were used: univariate time series analysis, trend 
analysis, and feature selection. Time series decomposition 

Table 1   Statistical analysis of monthly average of temperature

StDev standard deviation, CoefVar coefficient of variation

Variable Mean StDev CoefVar Minimum Median Maximum Skewness Kurtosis

Temperature (based-station meas-
urement) °C

25.322 8.797 34.74 7.200 26.300 41.500 − 0.09 − 1.35

Temperature (Noah model) °C 25.621 9.001 35.13 7.438 26.569 42.888 − 0.11 − 1.35

Fig. 2   Correlation between 
the monthly temperature from 
in situ measurement and Noah 
model
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is crucial in understanding and analyzing temporal data, as 
it disentangles the underlying components such as trend, 
seasonality, and residual variations, aiding in a more insight-
ful interpretation of the observed patterns (Talagala and 
Athanasopoulos 2018). Time series trend analysis focuses 
on identifying and understanding the long-term directional 
movement in the data, providing valuable insights into 
underlying patterns or anomalies (Chatfield and Xing 2019). 
Feature selection, on the other hand, is vital for enhanc-
ing model efficiency and interpretability by identifying the 
most relevant variables that contribute significantly to the 
predictive performance (Guyon and Elisseeff 2003). Effi-
cient feature selection helps in reducing dimensionality and 
improving model accuracy, making it an essential step in 
time series analysis. Integrating these methodologies allows 
for a comprehensive understanding of temporal data, aiding 
in informed decision-making and prediction accuracy.

More information about the modeling approach used here 
is provided below.

Time series decomposition

Time series decomposition is a statistical method that breaks 
down a time series into its trend, seasonality, and residual 
components (Talagala and Athanasopoulos 2018). This can 
be helpful for understanding the underlying patterns and trends 
of the data, and for forecasts. The trend component represents 
the overall direction of the series, which can be positive, nega-
tive, or no trend. The seasonal component refers to regular, 
consistent fluctuations in the series, such as those that occur 
at specific times of the year (Verbesselt et al. 2010). The 
residual component of a time series represents the random 
fluctuations that are not accounted for by the trend, cycle, or 
seasonal components. There are several main types of time 
series decomposition methods such as classical decomposi-
tion, seasonal-trend decomposition using loess (STL), Error-
trend-seasonality (ETS), wavelet decomposition, Fourier 
decomposition, Hodrick-Prescott filter, and moving average 
(Talagala and Athanasopoulos 2018). The most popular tech-
nique among them is STL method. The STL is a statistical 
method for decomposing a time series into its trend, seasonal, 
and residual (noise) components. This method was developed 
by Cleveland and Devlin (1988) as an alternative to the clas-
sic decomposition methods such as the X-11-ARIMA algo-
rithm (Ladiray and Quenneville 2012) and the moving average 
method. The method works as follows (Cleveland et al. 1990): 
(1) the time series data is made smoother using a special type 
of local regression called LOESS. This step cleans the data, 
getting rid of short-term noise and ups and downs. It leaves us 
with the main trend and the repeating seasonal pattern. (2) The 
main trend is figured out by doing more LOESS smoothing on 
the cleaned data. By comparing this smoothed trend with the 
original data, the repeating seasonal pattern can be figured out. 

(3) Finally, the noise is found by taking away the main trend 
and the seasonal pattern from the original data.

Trend analysis

To study the trend of time series of monthly average tem-
perature, the non-parametric Mann–Kendal (M–K) test and 
Sen’s slope estimator are adopted. The M–K test is a statisti-
cal method which is used to detect trends in time series data. 
It assesses whether there is a significant upward or down-
ward trend in a dataset over a given time period (Sang et al. 
2014). The test is particularly useful in environmental and 
climate studies to identify trends in variables such as tem-
perature, rainfall, and other time-dependent measurements. 
The M–K test involves comparing the values of a variable 
at different time points to determine if there is a consistent 
pattern of increase or decrease (Pohlert 2016). The test takes 
into account the order of observations and computes a statis-
tic based on the number of concordant and discordant pairs 
of data points. The null hypothesis of the Mann–Kendall test 
states that there is no trend in the data, while the alternative 
hypothesis suggests the presence of a trend. The significance 
level (α) determines whether the observed trend is statisti-
cally significant, or not.

Mathematically speaking, The Mann–Kendal test statis-
tics (S) is calculated as:

where n denotes the number of observations, and xk and xj 
denote the data values at times k and j. The sign function is 
defined as follows (Karpouzos et al. 2010):

The variance can be calculated as follows:

where m denotes the number of tied groups (a collection of 
sample data with the same value) and ti denotes the number 
of ties of extent i (Gocic and Trajkovic 2013). When the 
sample size is greater than 8, the standard normal test sta-
tistics Zs is calculated as follows:
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Positive and negative Zs values represent upward and 
downward trends, respectively.

The Sen’s slope estimator, on the other hand, is a non-par-
ametric statistical technique used to estimate the magnitude 
of a linear trend in a dataset (Sen 1968). It is particularly 
useful for analyzing time series data or data sets where the 
assumption of normality is not met. Sen's slope provides a 
robust estimate of trend direction and magnitude, even in the 
presence of outliers or skewed data (Theil 1950). In Sen's 
slope estimation, the median of all possible slopes between 
data points is computed (Al-Mohammdawi et al. 2022). This 
process ensures that extreme values or outliers do not exces-
sively influence the estimation, making it a resistant and 
robust method for trend analysis.

Sen's slope estimator is primarily used to calculate change 
per unit time(Sen 1968):

The N values of Qi are ranked from smallest to largest and 
the Sen’s slope is computed as:

The sign of Qmed refers to the trend’s orientation, while 
its value reflects the steepness of trend.

Feature selection

Feature selection is a process of choosing a subset of features 
from a dataset that are most relevant to the target variable. 
The goal is to improve the performance and interpretability 
of machine learning models by removing irrelevant or redun-
dant features. There are three main types of feature selection 
methods (Al-Bawi et al. 2021): (1) Filter methods use sta-
tistical measures to rank features based on their importance. 
These methods are relatively fast and easy to implement, 
but they can be insensitive to the specific machine learning 
model which is used. (2) Wrapper methods search for the 
optimal subset of features by iteratively adding or removing 
features based on their performance on a holdout dataset. 
These methods can be more accurate than filter methods, 
but they can be computationally expensive. (3) Embedded 
methods combine feature selection and model training into 
a single process. These methods can be very efficient, but 
they can be difficult to interpret.

The choice of feature selection method depends on the 
specific problem and the available resources. In general, 
filter methods are a good choice for speed and simplic-
ity, wrapper methods are a good choice for accuracy, and 
embedded methods are a good choice for efficiency. For the 

(5)Qi =
xj − xk

j − k
for i = 1,… ,N.

(6)Qmed =

{
Q
[
(N + 1)∕2

]
if N is odd

Q[N∕2]+Q[(N+1)∕2]
2

if N is even

}

purpose of this study, the usefulness of the factors for deter-
mining the temperature was examined in this study using 
the Pearson's correlation coefficient (r). r is a measure of 
the linear correlation between two variables x and y. r is the 
covariance of the two variables divided by their standard 
deviations.

where cov is the covariance, �x is the standard deviation of x, 
�y is the standard deviation of y. The change of temperature 
in Basrah can be attributed to different main reasons that 
include: global warming, vegetation cover and wetland areas 
reduction, urban area and oilfield expansion. Table 1 shows 
how these factors changing with time for three years 1980, 
2000, and 2022.

For applying feature selection method, WEKA 3.8 soft-
ware was used. WEKA is an open-source ML software that 
can be accessed through a graphical user interface, standard 
terminal applications, or a Java API. It includes a variety of 
cutting-edge algorithms for common machine and statistical 
learning problems and is frequently utilized in education, 
research, and industrial applications.

Results and discussion

Basic statistical analysis of temperature data

A basic statistical analysis of the temperature data is sum-
marized in Table 1. The histogram of the data is presented 
in Fig. 2, along with a normal distribution. The minimum, 
maximum, and mean temperatures of the based-station data 
are 7.2 °C, 41.5 °C, and 25.3 °C, respectively. The median 
temperature is 26.3 °C, different from the mean, indicating 
that the probability distribution of the monthly tempera-
tures is not perfectly normal. The standard deviation is 8.8, 
which implies that approximately 68% of the temperatures 
in the dataset fall within 1 standard deviation of the mean, 
or between 16.5 °C and 34.1 °C. The coefficient of variation 
is 34.74%, which signifies that the standard deviation is rela-
tively large compared to the mean, suggesting that the data 
is spread out over a wide range of values. The skewness is 
negative (− 0.09), which indicates that the temperature dis-
tribution is slightly left-skewed. It means that there are more 
values below the mean than above it. Lastly, the kurtosis is 
also negative, − 1.35, which suggests that the probability 
distribution of temperature is platykurtic, meaning it is flat-
ter than a normal distribution. Accordingly, it can be inferred 
that the probability distribution of temperature is not normal; 
instead, it exhibits a slight left-skew. The Noah temperature 
data exhibits approximately the same values of the statistical 

(7)rx,y =
cov(x.y)

�x�y
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parameters as the station-based, therefore, there is no need 
to discuss the obtained values (Fig. 3).

Time series decomposition findings

The additive components of the temperature time series are 
shown in Fig. 4. The R programming language was used to 
analyses the data and produce the figure. The temperatures 
appear to have an upward trend suggesting that the aver-
age temperatures have generally increased over the years. 
There are some periods of slight decrease or fluctuations in 
the trend, but the overall pattern points to a warming trend. 
The variability in the trend could be due to various factors, 
including climate cycles, global warming, and local weather 
conditions. The seasonal component values seem to vary 
for each month across different years. For instance, there's 
a recurring pattern of higher values in May, June, and July 
(around 6.13–11.01 °C), which could correspond to the 
warmest months of the year. On the other hand, the values 
for the remaining months are mostly negative, suggesting 
lower values during the colder months. Looking at the val-
ues of the residuals. It appears that they vary from small to 
relatively moderate values. In some years, the residuals are 
closer to zero, indicating that the observed values align well 
with the trend and seasonal components. In other years, the 
residuals deviate more, suggesting that there are unexplained 
factors affecting those particular years. While there isn't a 
clear pattern in the residuals across the months or years, 
there are some periods where the residuals seem to consist-
ently deviate from zero. For example, there are stretches of 
years where the residuals are consistently positive or nega-
tive. This might indicate the presence of other factors that 
influence the data and are not captured by the trend and 
seasonality. The residuals show fluctuations throughout the 
years, which might represent short-term variations or unex-
pected events that couldn't be accounted for by the trend 

and seasonal patterns. Finally, the residuals don't appear to 
accumulate over time, which suggests that the trend and sea-
sonality components capture most of the systematic patterns 
in the data.

Trend analysis

The result of applying Mann-Kendal test and Sen’s slope 
estimator is shown in Table 2, from which it can be seen 
that the z-statistic, which represents the test statistics for the 
Mann-Kendal test, is 5.3891, is greater than the critical value 
of 1.96 for a two-tailed test at the 0.05 significance level. 
Therefore, we can conclude that there is a statistically sig-
nificant trend in the data set. The p-value is 7.083e−08, which 
is less than 0.05. This means that there is less than a 0.05% 
chance of obtaining a z-statistic that is at least as extreme as 
the one observed in the data set if the null hypothesis is true. 
Therefore, we can reject the null hypothesis and conclude 
that there is a statistically significant trend in the data set. 
The S represents the Mann-Kendal trend statistic. A posi-
tive value indicates an increasing trend, a negative S value 
indicates a decreasing trend, and S value of 0 indicates no 
trend. In our case, the S value is 5. 5.549000e+04, which is 
positive. Therefore, we can conclude that there is an increas-
ing trend in the data set. The varS represents the variance 
of the Mann-Kendal trend statistics and mainly used to 
calculate the confidence interval for the trend statistic. The 
tau represents the Kendall’s tau, which is a non-parameter 
measure of correlation. A positive tau value indicates an 
increasing trend, a negative tau value indicates a decreasing 
trend, and a tau value of 0 indicates no trend. In this case, 
the tau value is 1.149506e−01, which is positive. Therefore, 
we can conclude that there is an increasing trend in the data 
set. Finally, the Sen’s slope value is 0.00475, which is posi-
tive. Therefore, we can conclude that there is an increasing 
trend in the data set. There is a possibility of uncertainty in 

Fig. 3   Histogram and normal curve for the monthly temperature (station-based and Noah model)
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the obtained results, which may arise from various factors, 
the most important being: (1) Sample size: The sample size 
is large (984 in this case, generally considered significant), 
which reduces uncertainty in the accuracy of the results. 
(2) Both tests assume that the data should be independent, 
with no autocorrelation. Violating these assumptions may 
lead to inaccurate results. The Autocorrelation plot, Fig. 5 
shows that most of the calculated autocorrelation values are 
close to 1 or -1, indicating the presence of autocorrelation 
between the monthly temperature values. This could intro-
duce uncertainty into the computed trend value. (3) While 
statistical tests provide evidence of the existence of a trend, 
they do not explain the reasons behind this trend. External 

factors are not considered here, and they may contribute to 
the observed variations.

Overall, both tests indicate that there is a statistically 
significant increasing trend in the dataset. The trend is esti-
mated to be 0.00475 per month; thus, for the whole period 
of the study (74 years) the temperature is increasing about 
4.218  °C. Since the average temperature in Basrah has 
reached 25.3 °C, the climate change has contributed to a 
temperature increase by a percentage of 16.67%. Apparently, 
temperature increase in Basrah is alarmingly high, especially 
when compared to the global average temperature increase 
of 1 °C over the past century. This suggests that Basrah is 
experiencing a much more rapid rate of warming than the 

Fig. 4   Additive components of the monthly temperature time series

Table 2   Results of trend analysis

Test Z n p-value Alternative hypothesis Sample estimates

S VarS Tau

Mann-Kendal 5.3891 984 7.08e−08 true S is not equal to 0 5.5489e04 1.0602e08 1.1494e−01

Sen’s slope 5.3891 984 7.09e−08 true z is not equal to 0 Sen’s slope = 0.0047
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rest of the world. It is important to investigate the causes of 
this temperature increase in order to mitigate its effects and 
prevent further damage to the region.

Possible causes of the temperature rising

Global warming

The climate of the study area is inevitably affected by the 
global climate system, as it is part of the Earth's surface. 
However, the effects of climate change vary across the 
Earth's surface (Zhang et al. 2000, 2014; Partal and Kahya 
2006). For example, the global average temperature has 
increased by 0.18–0.74 °C between 1906 and 2005 (IPCC 
2014), but the average surface air temperature of the Earth 
has increased by about 1 °C since 1880 (Stocker 2014). More 
than half of this increase has occurred since the mid-1970s. 
Indirect temperature estimates suggest that the period from 
1989 to 2019 was very likely the warmest in over 800 years, 
and the most recent decade, 2010–2019, was the warmest 
decade since 1850 (National Academy of Sciences 2020). 
The average temperature of the air on Earth's surface is esti-
mated to be around 15 °C (Poulopoulos and Inglezakis 2016) 
and global warming has contributed to a 6.66% increase in 
this temperature. This increase is due to a number of factors, 
including human activities that release greenhouse gases 

into the atmosphere. Greenhouse gases trap heat from the 
sun, which causes the Earth's atmosphere to warm.

The Middle East region, including the study area, is one 
of the regions that are most affected by the global climate 
change. It is expected to experience a temperature increase 
of up to 2 °C in the next 15–20 years (Osman-Elasha 2010; 
Mansouri Daneshvar et al. 2019). The study area has been 
particularly affected by temperature changes due to its tropi-
cal location and its proximity to oil-producing countries. 
In the past 74 years, the temperature in the study area has 
increased by 4.218 °C, which is 4.2 times the global average 
temperature increases of 1 °C. This suggests that there are 
local factors that contribute to the sharp increase in tem-
perature rates in the study area. Therefore, the temperatures 
rising fact of Basrah is even more perilous than in the rest 
of the Middle East. Table 3 shows how the global average 
temperature has evolved over time along with other factors 
believed to impact a region's temperature regime.

Green spaces reduction

Green cover plays an important role in regulating tempera-
tures, especially the minimum and maximum temperatures. 
When plants absorb water from the soil, they release most 
of it into the atmosphere as water vapor through a process 
called transpiration (Morison et al. 2008). Although water 

Fig. 5   Autocorrelation func-
tion to detect trend analysis 
uncertainty
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vapor is a greenhouse gas, representing approximately 60% 
of the total greenhouse effect (Poulopoulos and Inglezakis 
2016), it helps to moderate temperatures by absorbing and 
emitting radiation from the sun (Allan 2012). This reduces 
the amount of heat that reaches the Earth's surface. In addi-
tion, dense plant canopies provide shade, which prevents 
sunlight from reaching the ground (Rago et al. 2021). This 
also helps to keep temperatures cooler.

In order to meet their water needs, agricultural plants fre-
quently require irrigation; nevertheless, irrigation water has 
little impact on global average temperatures (Sacks et al. 
2009). Nevertheless, agricultural irrigation significantly 
affects maximum temperatures. This effect is especially 
apparent on the hottest days of the year (Thiery et al. 2017; 
Chou et al. 2018). In irrigated areas, irrigation water reduces 
surface temperatures by increasing evaporation caused by 
moist soil (Boucher et al. 2004; Haddeland et al. 2006; Li 
et al. 2017). A balance between transpiration and carbon 
dioxide consumption occurs in plants (Alam et al. 2019). 
Therefore, the deterioration of the plant cover and the reduc-
tion of transpiration processes contribute to an increase in 
the concentration of one of the most important greenhouse 
gases in the atmosphere.

The vegetation cover in the study area has experienced 
a sharp decline over the past four decades. Basrah prov-
ince was once teeming with date palms, to the extent that 
it was considered one of the largest date palm forests in the 
world (Al-Asadi and Muttashar 2022). However, it has now 
become almost barren, with the green cover area shrinking 
from 2,575.59 km2 in 1980 to 422.12 km2 in 2022, indi-
cating a 83.61% decline in green cover area (Fig. 6 and 
Table 3). The reasons for this decline can be attributed to 
the high salinity of water and soil in the region, urban sprawl 
on agricultural land, and the absence of effective agricultural 
policies, especially during the period 2003–2022.

Wetland area reduction

Marshes are one of the most important types of wetlands, 
characterized by shallow waters and abundant vegetation. 
Iraq's marshes represent the largest ecosystem in the Middle 
East and West Asia, making them among the world's most 

significant wetlands (Partow 2001). Iraq's marshlands are 
located in the southern regions, extending in a triangular 
shape between three provinces: Maysan, Thi Qar, and Bas-
rah. The areas of marshland (including wetlands) range from 
15,000 to 20,000 km2 (Partow 2001; Alwash et al. 2004; 
Albarakat et al. 2018).

The marshlands fulfill significant ecological roles, nota-
bly by influencing the local climate through their effective 
ability to capture carbon dioxide (a major greenhouse gas) 
from the atmosphere and sequestering it within the soil. 
This action aids in alleviating climate warming (Gedan et al. 
2011). These marshlands also create exceptionally humid 
environments through the process of evapotranspiration, 
augmenting moisture levels in the neighboring air. This phe-
nomenon serves to cool the air, moderate the climate, and 
alleviate the impact of arid conditions on the local weather 
(Wong et al. 2017). Reports from the Iraqi marshland areas 
indicate a notable reduction of up to 5 °C in summer tem-
peratures. Moreover, the marshlands play a role in curtailing 
the occurrence of dust storms (Iraqi Ministries of Environ-
ment 2006).

The wetlands in southern Iraq were intentionally desic-
cated between 1980 and 2000, leading to a 90% reduction 
in their area (Alwash et al. 2004). According to the aerial 
photographs used in the current study to detect the temporal 
variation in wetland area for the years 1980, 1990 2000, 
2010 and 2022, the wetland area varied from approximately 
11,115 km2 in 1980 to about 2,007 km2 in 2022, resulting 
in an 81.94% reduction in wetland area (Table 3 and Fig. 7). 
After 2003, the Iraqi government sought to revive the wet-
lands, but the sharp decrease in the discharge of the Tigris 
and Euphrates rivers from 78 km3 in 1977 to 18 km3 in 2022 
posed a barrier to feeding vast areas of the wetlands. The 
significant reduction in wetland area must have important 
implications for the local climate by reducing actual evapo-
transpiration rates and increasing temperatures, especially 
during the summer (Partow 2001). It is worth noting in this 
regard that rainwater falling on the city of Basrah used to 
accumulate in low-lying vacant lands to form ponds, and 
its duration would continue until the end of the summer, 
believed to contribute to cooling the air and reducing tem-
perature. However, these ponds have clearly shrunk in both 

Table 3   Factors affecting 
temperature rise

Change percent-
age (1980–2022)

Year Factor

2022 2010 2000 1990 1980

5.33 16.00 15.62 15.30 15.35 15.19 Global warm (°C)
-83.61 422.12 888.50 1081.01 1115.33 2575.59 Greens pace areas (km2)
-81.94 2006.54 3766.00 646.13 5776.00 11,114.66 Wetland area (km2)
85.33 1297.50 1235.70 933.10 896.60 700.10 Oil fields area (km2)
222.38 243.69 141.15 124.14 111.26 75.59 Residential area (km2)
10.16 27.85 27.90 26.78 25.90 25.28 Average temperature (°C)
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Fig. 6   The area of green cover change over time (42 years) at three dated stages June 1980, June 2000, and June 2022 in Basrah province
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Fig. 7   The wetland areas change over time (42 years) at three dated stages June 1980, June 2000, and June 2022 in southern Iraq
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area and duration in recent years, and this may be attributed 
to the expansion of urban areas, particularly unregulated 
construction, as well as a decrease in groundwater levels, in 
addition to an increase in evaporation rates.

Oilfield area expansion

The development of civilization has been paralleled to the 
increased burning of fossil fuels. These fuels are used for 
industrial processes, energy generation, transportation, and 
other activities that elevate the concentration of greenhouse 
gases in the atmosphere (Pachauri et al. 2014). The processes 
involved in oil extraction and energy production release 
numerous gases, including carbon dioxide (CO2), methane 
(CH4), and nitrous oxide (N2O), all of which contribute to 
the escalation of atmospheric temperatures (Philander 2008). 
This is because these greenhouse gases have the capacity to 
absorb infrared radiation (Pachauri et al. 2014). Moreover, 
the oil industry emits various gases such as carbon monoxide 
(CO), sulfur oxides (SOx), nitrogen oxides (NOx), and meth-
ane (CH4) (Lazaridis, 2011). Crude oil consists of a blend of 
carbon, hydrogen, sulfur, and some minerals (Change 2006).

Crude oil production is the main factor in the industrial 
and economic sector in Iraq, as it heavily relies on the use 
of fossil fuels to generate electricity. There are four types of 
fuels used in electricity production in Iraq; natural gas, crude 
oil, diesel, and renewable energy sources, which represent 
50%, 28%, 15%, and 7% of those sources, respectively (Jas-
sim et al. 2016). During the combustion process, the carbon 
and hydrogen elements in fossil fuels are converted into car-
bon dioxide and water vapor. Carbon dioxide gas accounts 
for about 95% of energy emissions, including electricity 
production (Aalde et al. 2006).

The province of Basrah has witnessed a significant 
growth in oil production through increasing the number of 
oil wells and intensifying oil extraction operations. Oil pro-
duction in the study area has risen from 0.7 million barrels 
per day during the period of 1995–1998 to about 2.9 million 
barrels per day during 2015–2021. Temporal analysis of sat-
ellite images used in the current study indicates an expansion 
of the oil industries' footprint (companies and boundaries of 
oil facilities) from 700.10 km2 in 1980 to 1297.50 km2 in 
2022 (Fig. 8 and Table 3), representing an increase of around 
85.33%. However, the increase in oil extraction operations 
and energy production contributes to an increase in green-
house gas concentrations in the air of Basrah province, espe-
cially since most oil extraction operations involve the flaring 
of associated natural gas. Iraq ranks second globally, after 
Russia, in the flaring of associated gas from oil production 
(World Bank 2022; IEA 2022) as the majority of natural gas 
reserves in Iraq are associated with oil fields (IEA 2012). 
The International Energy Agency estimated that in 2019, 

Iraq accounted for 9% of all global methane emissions from 
the oil and gas sector (UNEP 2021).

Residential area expansion

Population growth can directly or indirectly affect climate 
characteristics. The direct impact is mainly due to the 
increase in greenhouse gas emissions such as carbon dioxide 
(CO2) and methane (CH4) resulting from transportation and 
breathing. The indirect impact is primarily due to changes 
in land use and urbanization (Pachauri and Reisinger 2008), 
which lead to the expansion of roads and urban areas (Peres 
et al. 2016). The increase in population leads to an increase 
in carbon emission that contributes to climate change. Esti-
mates show that CO2 emissions increase by an annual rate of 
1.5%, and cars are among the main activities responsible for 
carbon emissions (Oke 1982). The expansion of urban areas 
also increases the impact of urban heat islands, which means 
an increase in temperature in cities compared to rural areas. 
In general, the expansion of residential areas in the study 
area is an important factor in the increase in air tempera-
ture through the following axes: (1) Population growth: The 
population in Basrah has increased from about 0.5 people 
according to the 1977 census to about 3.5 million people 
according to the 2022 estimates, and the population growth 
rate is estimated at about 600%. Furthermore, the Basrah 
province witnessed a huge influx of immigrants during the 
period 2005–2019, with numbers exceeding one million peo-
ple from the southern provinces, especially from Maysan 
and Thi Qar. (2) Increase in the number of cars: The Basrah 
province witnessed a significant increase in the number of 
cars after 2003. The number of cars increased from about 
24,000 vehicles in 1977 to more than 350,000 vehicles in 
2022, with a growth rate of about 1358.33%. The Basrah 
Governorate has a large number of cars and trucks, which 
are a major source of air pollution and greenhouse gas emis-
sions. (3) Urban sprawl: There is no doubt that there is a 
causal relationship between population growth and the num-
ber of residential buildings, according to the aerial images 
adopted in the current study to detect the spatial variation 
of residential areas for the years 1980, 1990, 2000, 2010 
and 2022, the area of residential buildings increased from 
75.59 km2 in 1980 to 243.69 km2 in 2022, with an estimated 
increase of around 222.38%.

Figure 9 and Table 3 showed how the residential areas in 
the Basrah province change with time from 1980 to 2022.

Feature selection

WEKA software supports correlation-based feature selection 
with the CorrelationAttributeEval technique that requires the 
use of a Ranker search method. The findings of applying this 
technique in our dataset (Table 3) is shown in Table 4. All 
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Fig. 8   Areal change of oil fields over time (42 years) at three dated stages 1980, 2000, and 2022 in Basrah province
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Fig. 9   Residential areas change over time (42 years) at three dated stages June 1980, June 2000, and June 2022 in Basrah province
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factors have r greater than 0.76, meaning that all have impact 
of the temperature changes. The most influential factors were 
oilfield expansion with 0.97 correlation, followed by green 
space reduction, global warming, urban area expansion, and 
wetland area reduction with -0.762. The correlation coef-
ficients were positive for oilfield expansion, global warm-
ing and urban area expansion, meaning that as these factors 
increase, the temperature increase as well. Besides, the cor-
relation coefficients were negative for green space reduction 
and wetland area reduction, meaning that as these factors 
decrease, the temperature increases, and vice versa. Over-
all, the expansion of oilfields area and green space reduc-
tion seem to be the most factor influencing the temperature 
changes in the study area.

The results of this study consistent with the findings by 
Tarawneh and Chowdhury (2018), Mousavi et al. (2020) 
and Odnoletkova et al. (2020) in considering the increase 
in greenhouse gas emissions from the energy sector as the 
primary factor contributing to rising temperatures. However, 
it differs by identifying the deterioration of vegetation cover 
in the region as the second major factor rather than urbaniza-
tion, as suggested by prior studies. Urban expansion, in the 
current study, constituted the last (fifth) factor in its contri-
bution to temperature increase.

The independent impact of these five factors on tem-
peratures was emphasized in the current study. However, 
in reality, these factors together contribute to the warming 
in Basrah Province. Moreover, these factors interact with 
each other; for instance, urban expansion, oil field growth, 
and wetland shrinkage have contributed to the decline of 
green cover. Additionally, global warming has led to the 
contraction and deterioration of wetlands and vegetation in 
the study area.

Conclusions and recommendations

Basrah province is characterized by high temperatures, with 
an annual average temperature of 25.3 °C for the period 
from 1948 to 2022, due to its tropical location. However, it 
has experienced a sharp increase in temperature rates, with 

monthly average increase of 0.00475 °C per over the past 
74 years (4.218 °C in total). This temperature increase is 
significantly higher than the average temperature increases 
globally and in the Middle East, which were approximately 1 
and 2 °C respectively over the past century. The main causes 
of the temperature rise in this region are likely linked to 
local factors, notably the expansion of both oil fields and 
urban areas, as well as the reduction of green cover and 
wetlands. Basrah has witnessed a clear change in land use, 
particularly during the period from 1980 to 2022, attributed 
to recurrent wars, lack of planning, drought prevalence, and 
decreasing river water flow. Besides these four local factors, 
global warming also plays a significant role in driving the 
temperature increase in the study area.

Despite the multitude and diversity of factors influenc-
ing temperature trends in the study area, there was a strong 
correlation between these five factors and temperature rise, 
especially regarding the expansion of oil field areas and 
the reduction of green cover. This strongly suggests that 
local factors (changes in land use) have a more significant 
impact on temperature increase in the region compared to 
global warming. These various factors interact with each 
other and merge together to influence temperature levels. If 
this interaction and impact continues at the same intensity, 
it will lead to an increase in temperatures and warming in 
the Basrah Provence, potentially causing a genuine envi-
ronmental disaster. The contribution of changes in land use 
to temperature trends depends on the type of land use and 
its spatial expansion or reduction. However, attempting to 
determine the extent of contribution of local factors to the 
temperature rise can aid decision-makers in implementing 
necessary methods and strategies to mitigate climate change, 
both within Basrah province and in regions and provinces 
facing similar conditions to the study area.

Among the most important recommendations of the study 
are: (1) to take steps to mitigate the effects of climate change 
and adapt to the changes that are already occurring. This will 
require a coordinated effort from governments, businesses, 
and individuals. It is necessary to accelerate the expansion of 
green cover by planting perennial trees, such as palm trees, 
and encouraging citizens to cultivate agriculture to achieve 
environmental balance. Special laws should be issued for 
this purpose. (2) To limit the horizontal expansion of pop-
ulation areas, especially towards agricultural lands in the 
districts and sub-districts, and focus on vertical construction 
while restricting slums. (3) To pursue measures to limit the 
influx of migration to Basra Governorate. (4) To preserve 
wetlands (marshes), even if the government is forced to fill 
marsh areas with saltwater, such as drainage water. (5) To 
work to reduce the drilling of new oil wells and seek invest-
ments in technologies that can capture gases associated with 
oil extraction. (6) To reduce emissions from car exhausts and 
encourage citizens to use public transport. The government 

Table 4   Feature selection using correlation coefficient (r)

Factor R domi-
nant 
factor

Global warming 0.836 3
Green space reduction − 0.946 2
Wetland area reduction − 0.762 5
Oilfield expansion 0.970 1
Residential area expansion 0.795 4
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should also consider reducing the import of fuel-powered 
cars and promote the use of hybrid cars (HYBRID) to mini-
mize emissions.

Data availability  Data will be made available on request.
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