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ABSTRACT: Since the COVID-19 corona virus first appeared at the end 

of 2019, in Wuhan province, China, the analysis, diagnosis, and prognosis 

of COVID-19 (SARS-CoV-2) has attracted the greatest attention. Since 

then, every part of the world needs some sort of system or instrument to 

assist judgments for prompt quarantine and medical treatment. For a 

variety of uses, including prediction, classification, and analysis, machine 

learning (MLR) have demonstrated their accuracy and efficiency in the 

fields of education, health, and security. In this paper, three main questions 

will be answered related with COVID-19 analysis, predicting, and 

diagnosing. The performance evaluation, fast process and identification, 

quick learning, and accurate results of MLR algorithms make them a base 

for all models in analyzing, diagnosing, and predicting COVID-19 

infection. The impact of using supervised and unsupervised MLR can be 

used for estimating the spread level of COVID-19 to make the proper 

strategic decisions. The researchers next compared the effects of various 

datatypes on diagnosing, forecasting, and assessing the severity of 

COVID-19 infection in order to examine the effects of MLRs. Three fields 

are associated to COVID-19, according to the analysis of the chosen study 

(analysis, diagnosing, and predicting). The majority of researches focuses 

on the subject of COVID-19 diagnosis, where they use their models to 

identify the infection. In the selected studies, several algorithms were 

employed; however a study revealed that the neural network is the most 

used method when compared to other algorithms. The most used method 

for identifying, forecasting, and evaluating COVID-19 infection is 

supervised MLR. 

 

1. INTRODUCTION 

The globe was caught off guard by the COVID-19 

epidemic. More than (622,775,232) instances have been 

documented, and more than (6,548,639) people have 

died as a result [1]. Despite how concerning these 

figures are, it is possible that there are more incidents 

than this. This virus has had an influence on many facets 

of life, including politics, education, the economy, 

social issues, the environment, and climate change. It 

has also raised concerns about how well-equipped 

governments, civil society, and healthcare systems are 

to handle an unknown illness. The unexpected 

coronavirus disease epidemic of 2019 (COVID-19) 

highlighted the necessity for quick and trustworthy 
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automation solutions to support medical teams. A 

precise and trustworthy diagnosis is essential for giving 

suspected or infected persons prompt medical attention. 

It also aids government organizations in stopping the 

disease's spread and saving lives [2]. But the lack of 

medical resources to make early diagnosis may prevent 

early prevention or treatment.  

Supervised machine learning (MLR) algorithms 

classify the current instances and produce hypotheses 

and patterns according to the supplied instances. These 

algorithms can also categorize and predict future cases 

based on prior data. Supervised learning is frequently 

used in different sectors and has proved its accuracy and 

effieciency in both of predicting, and classifying. Using 

previous information, algorithms for supervised MLR 

classification are created to categorize data. 

Classification is commonly used in data science issues. 

[3], [4]. Different algorithms in the field of supervised 

learning such as (support vector machine (SVM), 

decision tree (DT), artificial neural network (ANN), 

naïve bayes, association rule mining, gradient boosting, 

and regression) are used in different fields such as 

education [5]–[11], financial management [12], [13], 

healthcare [14], [15], wireless sensor network (WSN) 

[16]–[18], sentiment analysis [19], [20], image 

processing [21], [22], intrusion detection [23], [24], and 

disaster management [25], [26]. Unsupervised MLR on 

the other side, discover the hidden patterns for 

unlabeled data [3][27]. Different unsupervised MLR 

algorithms are utilized such as (clustering, hierarchical 

clustering, ANN, and principle component analysis) are 

utilized in different sectors and proved their accuracy. 

The fields are education [28][29][30], financial 

management [31][32], healthcare, WSN [18][33], 

disaster management [26], [34], image processing [35], 

[36], and sentiment analysis [37], [38]. 

For this, a variety of supervised and unsupervised MLR 

techniques have been utilized to analyze, diagnose and 

predict COVID-19. The medical decision may be 

supported by the application of AI-based techniques to 

help with the screening of individuals who may be 

contaminated with COVID-19.  In this study, a 

systematic study was conducted on the most prominent 

researches that used supervised and unsupervised MLR 

algorithms that were applied to predict COVID-19. The 

total number of papers in this study is (147) papers in 

which different sectors are handled, such as (analysis, 

predicting, and diagnosing) of COVID-19 based on 

supervised and supervised MLR algorithm. The other 

sections of the study were structured as follows: 

previous studies linked to the application of MLR 

algorithms to predict COVID-19 were included, 

methodology for extracting studies, as well as 

discussion, findings, and conclusion.  

2. LITERATURE REVIEW 

In [39], the purposed study developed and evaluated 

MLR-based algorithm models for the predicting and 

diagnosing of the COVID-19 severity using data from 

urine, hematological, and biochemical tests from big 

datasets. Four methods in all were used: the k-nearest 

neighbor approach (KNN), decision trees (DT), ANN, 

and partial least squares discriminant analysis (PLS-

DA). All of the MLR-based models (PLS-DA, DT, 

ANN, and KNN) were proved their ability to accurately 

predict the diagnosis of COVID-19 and the seriousness 

of the illness with an accuracies over 84%, which is 

comparable to the outcomes of RT-PCR and the 

minimal threshold advised for diagnostic testing. The 

ANN model had the highest performance (94%,  and 

98%) and might be utilized by healthcare practitioners 

as a supplemental decision-making tool in the real 

world. Hypoxemia, hyperferritinaemia, hypocalcemia, 

metabolic acidosis,  respiratory acidosis, pulmonary 

hypoxia, high lactate dehydrogenase levels and low 

urine pH were all associated with the diagnosis and 

severity of COVID-19. Further clinical studies should 

more thoroughly examine these indicators since they are 

potential treatment targets. 

This study [40] introduces the COVID-19 Patients 

Detection Approach, a novel COVID-19 diagnostic 

strategy (CPDS). Two contributions account for much 

of CPDS' uniqueness. First up is a novel-new hybrid 

feature selection methodology (HFSM), which selects 

the most helpful characteristics from those produced 

from non-COVID-19 people and chest computed 

tomography (CT) images for COVID-19 patients. Due 

to the fact that it combines information from both filter 

(FS) and wrapper methods, HFSM is a hybrid 

methodology. Fast Selection Stage (FS2) and Accurate 

Selection Stage are the two steps that make up this 

process (AS2). While AS2 employs Genetic Algorithm 

as a wrapper approach, FS2 depends on filters. HFSM 

selects the important characteristics for the subsequent 

detection phase as a hybrid technique. The second 

benefit is an improved KNN classifier, which by adding 

sound heuristics while selecting the neighbors of the 

tested item, overcomes the trapping issue of standard 

KNN. EKNN selects just the qualifying neighbors for 

categorization after evaluating the degree of each 

neighbor's closeness and strength to the tested item. As 

a result, using the key traits chosen by the HFSM 

approach, EKNN can precisely and quickly detect 
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infected individuals. On chest CT scans, several tests 

have been conducted taking into account the suggested 

detection approach as well as current rival techniques. 

According to experimental findings, the suggested 

detection strategy works better than more current 

methods since it introduces the highest accuracy rate. 

In relation to the development of the COVID-19 

epidemic [41], In order to give inputs to assist decision-

making for public policies, this work presents a research 

that examines linear regression processes in conjunction 

with a sliding and cumulative time window method, 

including whether they are easing isolation or 

hardening. To forecast the behavior of the curve for 

cases and fatalities of COVID-19, data from five 

Brazilian states were gathered and a Ridge regression 

was used. In light of instances and fatalities, 

respectively, a reported Explained Variance Status 

(EVS) between 0.998 and 0.999. Since public policy 

may change within a short period of time, It was shown 

that compared to cumulative time windows, sliding time 

windows offer better insight into the illness. 

In [42], the current study's objective was to build a 

clinical decision support tool to aid in the diagnosis of 

COVID-19 utilizing MLR algorithms  and findings 

from standard laboratory tests. We created MLR 

algorithms using lab data (n = 1,391) that included 

findings from 6 clinical chemistry (CC) tests, the gold 

standard test results, and 14 CBC parameter tests for the 

severe acute respiratory syndrome coronavirus 2. Eight 

MLR algorithms were created using a mix of CC and 

CBC parameters and CBC using four MLR algorithms: 

gradient boosting (XGBoost),  random forest (RF), 

logistic regression, and SVM. On the test set of data and 

the external Brazilian set of validation data, 

performance evaluation was done. All models' accuracy 

percentages varied from 74% to 91%. On the data set 

used for this study, the RF model trained from CC and 

CBC analytes performed the best (accuracy, 79.6%; 

sensitivity; specificity; 91.2%). With 82.8% accuracy, 

the RF model, which was trained using only CBC 

parameters, identified COVID-19 instances. The SVM 

model trained using CBC and CC parameters had the 

greatest results on the external validation data set 

(91.18% accuracy, 100% sensitivity, and 84.21% 

specificity). 

3. RESEARCH METHOD 

In this study, the authors aim to conduct a systematic 

literature review (SLR) to focus on studies related to the 

use of MLR algorithms in predicting COVID-19, where 

accurate results are extracted based on the studies 

extracted according to a specific methodology. SLR 

focuses on a particular topic and is used as a means of 

summarizing research evidence rather than expert 

commentary and anecdotal reviews [43]. There is a 

significant differences among systematic reviews, meta-

analyses, and narrative reviews. It follows a precise and 

rigorous method of extracting the literature to obtain 

accurate and confirmed information [2, 3]. Whereas, the 

narrative review is a more broad and less 

comprehensive method of analysis, as it arranges a 

group of previous studies by topic and summarizes 

some of the comprehensive results from the impressions 

of the trends. Meta-analysis is a procedure band of 

statistical method for integrating outcome-form 

quantitative studies for an interpretation of general 

trends. Often this type of analysis methods focuses on 

one variable relationship in the analysis. The protocol is 

one of the features that must be provided in any 

systematic review [46]. As a result of this study, the 

protocol used by researchers is dependent on a set of 

steps put in by Kitchenham and Charters. [47]. In figure 

(1), SLR stages are depicted. 

 

Figure 1: Systematic Literature Review Steps 

3.1 Formulating the systematic review questions 

The framing of the research questions that the study 

seeks to address is the first stage in a systematic 

literature review (SLR). Therefore, the researchers in 

this study picked the following as the first question in 

order to discover the most crucial algorithms connected 

to unsupervised MLR and employed in prediction in 

particular: 

What is the impact of using MLR algorithms in 

predicting COVID-19? 

Instead of providing general summaries of the area in 

which you are interested, the primary goal of a 

systematic literature review is to address a specific 

research issue [48]. To undertake research on all 

prediction-related algorithms and to provide a summary 

of the literature, the first research question was 

developed. Undoubtedly, past research in the field of 

prediction employed a variety of methods, which 

inspired academics to come up with new research 

questions: 
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What is most supervised/unsupervised MLR algorithm 

used for predicting COVID-19? 

Numerous sectors will be provided based on studying 

the COVID-19 DW field. This motivated us to look for 

and investigate the many COVID-19 DW regions that 

peaked researchers' curiosity. Consequently, the 

following question will be put forth: 

What is the sector that faced a lot of attention in the field 

of predicting COVID-19? 

3.2 Constructing the search  

It is vital to identify a set of pertinent keywords that will 

be used in the study, as well as the digital libraries that 

are accessible to researchers, in order to conduct a 

search for prior studies and find the answers to the 

research questions. 

3.2.1 Search process 

The study concentrated on the following set of research-

related digital libraries: IEEE electronic library, Science 

Direct, and PubMod. The researchers' available libraries 

were taken into consideration while selecting the digital 

libraries. 

 Figure 2: Search strategy of SLR 

3.2.2 Terminology 

It is a term or group of keywords that will be used to 

find papers that are relevant to a particular topic. In 

order to address their research questions, researchers 

created a set of research words to describe earlier 

experiments. The following keywords are among the 

standard search phrases: “Machine learning ”, 

“COVID-19”, “Supervised Machine Learning”, 

“Unsupervised Machine Learning” and “COVID-19 

prediction”. 

3.3  Study selection 

A set of criteria will be used to eliminate some prior 

research in order to decide which studies should be 

included and which should be excluded. If a research is 

duplicated in more than one digital library, only one will 

be picked, concentrate solely on research produced in 

English, disregard all other research, and studies that do 

not include COVID-19 DW will also be excluded. 

Additionally, according to these criteria, all studies 

outside of the study period (from 2019 to 2022) will be 

rejected, as will all studies that are irrelevant to the 

research issue. The search method for a systematic 

literature review is shown in Figure 2. 

3.4  Data Extraction 

Each research that was included in accordance with the 

standards of the systematic review is listed in detail in 

the next step [49]. This table's objective is to correctly 

and openly record the data gathered from preliminary 

investigations by researchers. For data extraction, this 

research will depend on the method described by 

Salvado, Nakasone, and Pow-Sang (2014) [50]. The 

following information is included in the strategy form: 

(1) Study title; (2) Author(s); (3) Publication type; (4) 

Date of extraction; (5) The digital library name where 

the study was located; and (6) Additional details on 

algorithmic precision and research scope. The 

numerical information that will be generated from this 

form is crucial for summarizing the findings of the 

earlier research. 

3.5  Synthesis of the extracted data 

The results from the included studies are gathered and 

summarized in this last stage of the systematic review 

process. There are three rounds in it: In the initial round, 

any studies that are pertinent to the topic of study will 

be considered. Restrict or choose research that, in 

general, uses supervised algorithms and educational 

prediction systems in the second round. Determine 

studies that satisfy all inclusion requirements and have 

the capacity to appropriately synthesize their findings to 

address the research question. In the methodological 

phases, 147 studies were retrieved that satisfied all 

requirements. Details about the chosen studies that were 

discovered during the search process are shown in 

Figure (3), and the whole extract information is 

described in the following link: 

https://drive.google.com/file/d/1Ln_NKfJYpI75F49BI

3RrC3ytBGZlRnwJ/view?usp=sharing   
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Figure 3: The total number of studies selected. 

4. RESULTS AND DISCUSSION 

The general analysis of the selected studied found the 

papers published in the journals (118) papers, while the 

papers published in the conferences (29) papers as 

shown in figure (4)-A. The year (2021) faced the most 

published papers with (80) papers, while the years 

(2020, and 2022) with (29,38) papers alternatively as 

shown in figure (4)-B. The supervised MLR algorithms 

take the most count in the published papers with (70) 

papers, while the unsupervised MLR with (45) papers. 

The papers that utilized (supervised and unsupervised) 

MLR are (15) while other papers with statistical and 

other MLR algorithms are (17) papers as shown in 

figure (4)-C. 

 

Figure 4: A. Publication Types, B. Year of Publication, 

C. MLR Type 

 

Figure (5) shows the tree of supervised and 

unsupervised MLR algorithms in the selected studies. 

There are three decision tree algorithms (RF,  C4.5, and 

CART) as supervised algorithms, while the Gradient 

Boosting with three algorithms (XGBoost (XGB), 

Gradient Boosting Decision Tree (GBDT), and 

Gradient Boosting Machine (GBM)). The algorithms 

and techniques in regression are (Logistic Regression 

(LR), Polynomial Regression (PR), Lasso Regression, 

Ridge Regression, Stepwise Regression, 

Multidimensional Regression with Interaction, 

Multivariate Regression Analysis, Multilinear, and 

Linear Regression). Naïve Bayes and Support Vector 

Machine (Support Vector Regression (SVR) were 

utilized in the selected studies. The clustering 

algorithms (KNN, and K-means clustering and 

correlation) are found in the study sample papers. Many 

types of Neural Networks (NN) algorithms were found 

such as (ANN, Recurrent Neural Network (RNN), 

Convolutional Neural Network (CNN), Multilayer 

Perceptron (MLP), Long-short Term Memory (LSTM), 

ResNEt-50, Mask-CNN, R-CNN, and Conventional 

MLR). Other proposed MLR were utilized in the 

selected study as shown in figure (5). 

 

Figure 5: Supervised and Unsupervised MLR Algorithms 
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Clustering is the process of dividing large data into 

groups based on similarity so that data in that groups are 

similar to each other and dissimilar to the data in the 

other groups [51].  It is an important step in the analysis 

of a data set to understand its characteristics and prepare 

it to another process of analysis [52]. There are many 

methods used for grouping data that are different based 

on the values of the attribute such as Probabilistic and 

Generative Models, Feature Selection (FS) Methods,  

Leveraging Dimensionality Reduction Methods, 

Distance-Based Algorithms, Density- and Grid-Based 

Methods. The High Dimensional Scenario, Scalable 

Techniques for Cluster Analysis [53].  

The structure of NN is an information processing 

structure that is distributed in parallel in the form of a 

directed graph, where the directed graph is defined as 

node objects (which consists of a set of points called 

nodes with links between them) [54]. Similar to the 

human's neural network, in a neural network the neuron 

is a central processing unit, which performs a 

mathematical operation that classifies information 

based on a specific architecture to generate the output 

[55]. Each neuron in a neural network perform a simple 

mathematical operation and then the entire neural 

network does the computation of the outputs of all the 

neurons. The simple neural network contains three 

layers: input layer , hidden layer, and output layer 

weights bias activation functions [55]. 

The supervised MLR method known as the SVM was 

proposed by Cortes and Vapnik. Finding the ideal 

decision boundary with a maximum margin hyperplane 

between the various classes of samples is the goal [56]. 

The algorithm iteratively generates the hyperplanes and 

provides the best class division and selection of the best 

plane among them. A point for a line that is remote from 

the characteristics of the data classes is chosen. The best 

selected hyperplane is used to determine the separation 

between each data type. SVM is divided into three parts: 

(a) model creation for classification or regression 

problems, (b) application of optimization techniques to 

new models and paradigms, (c) formulation and 

solution of optimization problems [57]. 

Decision Tree (DT) is one sort of supervised learning 

algorithm, is a type of data flow diagram where each 

leaf node represents a decision, a branch reflects a 

decision rule, and an inner node represents a function or 

attribute. The summit of the tree is where the root is 

located. Typically, it divides according to the attribute's 

value [58]. From the perspective of the variable to be 

predicted, DT aims to divide individuals into groups of 

people which are as similar as feasible [59]. The 

hierarchical connections between variables in a tree 

result are exposed. An iterative process is used where in 

each iteration a sub-population of individuals is 

obtained by selecting the explanatory variable that 

allows a better separation of individuals. The algorithm 

terminates when no further splits are feasible. 

Regression is one of a data mining techniques 

(supervised MLRs) which is used to predict the numeric 

value of the final class. The statistical method is utilized 

to predict the numerical class of the dataset. The process 

of distribution trends identification in the training set is 

included. The linear regression (LR) is the simplest 

form of regression in which the relationship between 

two variables is predicted. The classification process in 

regression is formed by dividing the objects and 

assigning these objects into exhaustive and exclusive 

classes. The regression is utilized to predict the 

continuous values of classes [60][61][62][63].  

Naive Bayes (NB) is one of the supervised MLRs that 

is used for classification and proves its performance in 

multiple domains. The assumption behind NB comes by 

assuming that the variables are conditional independent. 

Bayesian theorem is used in NB as a theory of 

mathematical probability thatis utilized to find the 

classification [64]. The following equation (1) states the 

Bayesian theorem:  

P(A│B)=(P(B|A)*P(A))/(P(B)) 

Where P(A) represents the probability of (A) event, and 

event (B) is represented by P(B). P(A|B) for events (A, 

and B) represents the conditional probability of P(A) to 

probability of P(B). The classification for large datasets 

with NB is performed by combining the prior 

probability with the conditional probabilities to 

calculate the possible probabilities. NB produces an 

acceptable results despite assuming that the value of one 

attribute on a given probability is independent of the 

other features values probabilities [62][65]. 

Gradient Boosting Machines (GBMs) are considered as 

powerful techniques and have proved their success in 

wide range of applications. They can be customized by 

different applications needs that are learned with respect 

to loss functions. They were originally introduced and 

proposed to solve the classification problems by the ML 

community (MLC). The approach behind implementing 

GBM is combining several (weak learners) models to 

obtain (strong learners) with high prediction accuracy. 

The loss function is connected with the boosting 

algorithm by a statistical method in [66][67]. The GBM 

is an extended boosting machine with regression which 

was introduced by Friedman. The GBM can be 
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considered as an optimization numerical algorithm that 

find a way to minimize the loss function. GBM adds at 

each step a new (weak learner) to reduce the loss 

function. In regression, the DT is utilized as a first guess 

to initialize the model where the DT reduces the mean 

squared error (MSE). Then at each step, a new DT is 

added to the last model in order to update the residuals 

after fitting the current residuals. This process will 

continue until reaching the maximum iteration number 

[20][68], [69].  

The systematic review questions conducted before were 

established to find the most used algorithms in the field 

of predicting, analyzing, and diagnosing COVID-19 

infection. The literature of 147 papers utilized 

supervised and unsupervised ML algorithms as bases 

for their models for the same purpose. The impact of 

MLRs in predicting COVID-19 is measured by finding 

the accuracy of algorithms in predicting the COVID-19 

infection and hence to reduce the efforts, logistics, and 

deaths. 

 

Figure 6: MLR sectors according to years 

To answer the first question of the review related to the 

impact of using ML algorithms in predicting COVID-

19, see Figure (6). According to figure (6), the field of 

diagnosing COVID-19 takes the intention of most 

researchers with 74 papers (13 papers in 2020; 45 papers 

in 2021; and 16 papers in 2022), while the analysis 

sector takes 18 papers (6 papers in 2020; 8 papers in 

2021; and 4 papers in 2022). The total number of papers 

in the field of predicting COVID-19 is (49) with (19 

papers in 2020; 21 papers in 2021; and 9 papers in 

2022). The data types of the datasets that are utilized in 

this sector are: (Images for 19 papers, textual for 12 

papers, while 19 papers with mixture of text and images 

datasets). The minimum rows of dataset utilized in this 

field is (229) while the maximum number are 

(110533973) rows.  The performance evaluation, fast 

process and identification, quick learning, and accurate 

results of MLR algorithms make them a base for all 

models in analyzing, diagnosing, and predicting 

COVID-19 infection. The impact of using supervised 

and unsupervised MLR can be summarized by: 

1. Estimating the spread level of COVID-19 to 

make the proper strategic decisions. 

2. Real time prediction system of COVID-19 

infection in different regions and countries according to 

previous data for the future directions.   

3. Assisting ICUs in their work to handle different 

cases and take the pre-planned strategies.  

4. Helping in making the strategies for 

overcoming the pandemic.  

5. Analyzing the effect of the pandemic on future 

status. 

6. Planning to control the pandemic by finding the 

accurate infected cases. 

7. Implementing automatic detection, and 

diagnosing systems to reduce the workload in the 

medical centers.  

8. Implementing early warning systems to give 

alerts for incoming infections.  

9. Identifying the home quarantine impact on the 

psychological stability of individuals.  

10. Discovering the factors that increase deaths.  

11. Analyzing different aspects of the pandemic in 

the future.  

12. Assessing the decisions for public policies.  

13. Identification of the factors that reduce the 

infections.  

14. Early diagnosing systems based on self-

estimated symptoms.  

15. Determining the required doses of COVID-19 

vaccines.  

16. Differentiating the COVID-19 infection from 

other lung infections.  

17. Comparing the impact of datatypes on the 

diagnosing, predicting and analyzing COVID-19 

infection severity.  
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18. Classifying COVID-19 infection types, time of 

infection, and time for recovery.  

19. Helping doctors and hospitals to make a priority 

strategy for triaging patients and deaths in the cases 

when the hospitals are overrun. 

20. Predicting the moralities in the ICUs.  

The next question which handles the sector that faced a 

lot of attention in the field of predicting COVID-19, the 

diagnosing COVID-19 field takes the attention of the 

most researchers. 

 

Figure 7: Count of MLR types according to year for all 

papers 

The last question that finds the most 

supervises/unsupervised ML algorithm that used for 

predicting COVID-19, according to figure (7), the 

supervised ML algorithms are the most algorithms that 

utilized for diagnosing, predicting, and analyzing 

COVID-19 infection. The total number of papers is (70) 

with 18 papers using supervised MLR algorithms in 

2020; 39 papers in 2021; while 13 papers in 2022. The 

unsupervised MLRs are utilized in (45) papers with (5 

papers in 2020; 26 in 2021; and 14 in 2022). The 

supervised MLR is the most used sector in the 

diagnosing, predicting and analyzing the COVID-19 

infection. 

 

Figure 8: The use of algorithms in the selected studies 

According to figure (8), NN is the most used algorithm 

in 92 papers, while Regression comes next in 56. The 

DTs are utilized in 54 papers, while Clustering and 

SVM in (40, and 39) papers alternatively. Naïve Bayes 

and Gradient Boosting are found in (21, and 11) 

alternatively, while other proposed or 

supervised/unsupervised algorithms in (21) papers. 

Many researchers implemented their models using 

different supervised and unsupervised algorithms. The 

analysis of the selected studies found that the NN is the 

most used algorithm compared with other algorithms. 

5. CONCLUSION AND FUTURE WORKS 

The analysis, diagnosing and predicting of COVID-19 

(SARS-CoV-2) became the most active topic since the 

first appearance of the COVID-19 corona virus in 

Wuhan, China, at the end of 2019. Since that, the whole 

regions of the world need any tool or system to help in 

supporting decisions related to medical treatment, and 

timely quarantine. MLRs as a base and supporting 

algorithms proved their accuracy and efficiency in 

0
5

10
15
20
25
30
35
40
45

Su
p

e
rv

is
e

d

U
n

su
p

er
vi

se
d

U
n

su
p

er
vi

se
d

 a
n

d
…

O
th

e
r

Su
p

e
rv

is
e

d

U
n

su
p

er
vi

se
d

U
n

su
p

er
vi

se
d

 a
n

d
…

O
th

e
r

Su
p

e
rv

is
e

d

U
n

su
p

er
vi

se
d

U
n

su
p

er
vi

se
d

 a
n

d
…

2020 2020 2020 2020 2021 2021 2021 2021 2022 2022 2022

40

54

11

21

92

56

39

1

2

3

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

0 20 40 60 80 100

Clustering

Decision Tree

Gradient Boosting

Naïve Bayes

Neural Network

Regression

Support Vector Machine

Hybrid mode

Linear Discriminant analysis

SIR Model (Susceptible…

SPID Model

SPID-N Model

MSE EVS R2

Logistic Growth

ARIMA

Facebook’s Prophet …

GRU

Partial Least Squares…

Classification Fuzzy Logic

Residual Exemplar Local…

Prediction Classification…

Weighted Butterfly…

Parameter Optimization

Self-adaptive Auxiliary Loss

Haralick

studies



/ Southeast Europe Journal of Soft Computing Vol. 11  No. 2  September  2022 (06-17) 

 

14 

 

different sectors (education, health, and security) for 

different purposes such as prediction, classification, and 

analyzing. In this paper, three main questions will be 

answered related to COVID-19 analysis, predicting, and 

diagnosing. The performance evaluation, fast process 

and identification, quick learning, and accurate results 

of MLR algorithms make them a base for all models in 

analyzing, diagnosing, and predicting COVID-19 

infection. The impact of using supervised and 

unsupervised MLR can be used for estimating the 

spread level of COVID-19 to make the proper strategic 

decisions. Real time prediction systems of COVID-19 

infections are implemented in different regions and 

countries according to previous data for the future 

directions. The proposed systems based on MLRs are 

utilized for assisting ICUs in their work to handle 

different cases and take the pre-planned strategies. They 

can be used for helping in making the strategies for 

overcoming the pandemic and analyzing the effect of 

the pandemic on the future status. Planning to control 

the pandemic by finding the accurate infected cases can 

also be a need that accomplished by such systems. 

MLRs are also utilized for implementing automatic 

detection, and diagnosing systems to reduce the 

workload in the medical centers and implementing early 

warning systems to give alerts for the incoming 

infections. The pandemic makes a need for systems for 

identifying the home quarantine impact on the 

psychological stability of individuals, and discovering 

the factors that increase deaths. The intensive care units 

(ICUs) in the pandemic also found the importance of 

MLRs by the proposed systems that help doctors and 

hospitals to make a priority strategy for triaging patients 

and deaths in the case when the hospitals are overrun. 

Predicting the moralities in the ICUs. Classifying 

COVID-19 infection types, time of infection, and time 

for recovery are other sectors that help ICUs. 

Governments and decision-makers found the impact of 

MLRs by analyzing different aspects for the pandemic 

in the future, assessing the decisions for the public 

policies, and identification the factors that reduce the 

infections in order to make the right strategies. The 

medical institutions also found the impact of MLRs by 

systems that early diagnosis systems based on self-

estimated symptoms, determining the required doses of 

COVID-19 vaccines, and differentiating the COVID-19 

infection from other lung infections. The researchers 

then investigated the impact of MLRs by comparing the 

impact of datatypes on the diagnosing, predicting, and 

analyzing of COVID-19 infection severity. The analysis 

of the selected study found that there are three fields 

related to COVID-19 (analysis, diagnosing, and 

predicting). The diagnosing of COVID-19 field takes 

the attention of most researchers where they 

implemented their models to diagnose the infection. 

Different algorithms were utilized in the selected 

studies, while the analysis found that the NN is the most 

used algorithm compared with other algorithms. The 

supervised MLR is the most used sector in the 

diagnosing, predicting and analyzing of COVID-19 

infection. The reinforcement and semi-supervised 

MLRs will be investigated to find the impact of such 

algorithms on COVID-19 diagnosing, analyzing and 

prediction. A comparison among all MLRs can be 

implemented to find the most accurate with high 

performance sector and algorithm in diagnosing and 

predicting COVID-19 infection.  
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