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Highlights 

 

 A consensus-based microgrid dispatch optimization is presented. 

 A multi-agent microgrid is conceptualized as a test-case system. 

 Network packet losses are effectively characterized. 

 Meta-heuristics are used to optimize the demand response capacity. 

 The earth-worm optimization algorithm outperforms well-established meta-heuristics. 

 

 

 

Abstract 

The uncertainty inherent in power load forecasts represents a major factor in the mismatches between 

supply and demand in renewables-rich electricity networks, which consequently increases the energy bills 

and curtailed generation. As the transition to a power grid founded on the so-called grid-of-grids becomes 

more evident, the need for distributed control algorithms capable of handling computationally challenging 

problems in the energy sector does so as well. In this light, the consensus-based distributed algorithm has 

recently been shown to provide an effective platform for solving the complex energy management problem 

in microgrids. More specifically, in a microgrid context, the consensus-based distributed algorithm requires 

reliable information exchange with customers to achieve convergence. However, packet losses remain an 

important issue, which can potentially result in the failure of the overall system. In this setting, this paper 

introduces a novel method to effectively characterize such packet losses during information exchange 

between the customers and the microgrid operator, whilst solving the microgrid scheduling optimization 

problem for a multi-agent-based microgrid. More specifically, the proposed framework leverages the 

virulence optimization algorithm and the earth-worm optimization algorithm to optimally shift the energy 

consumption during peak periods to lower-priced off-peak hours. The effectiveness of the proposed method 

in minimizing the overall active power mismatches in the presence of packet losses has also been 

demonstrated based on benchmarking the results against the business-as-usual iterative scheduling 

algorithm. Also, the robustness of the overall meta-heuristic- and multi-agent-based method in producing 

optimal results is confirmed based on comparing the results obtained by several well-established meta-

heuristic optimization algorithms, including the binary particle swarm optimization, the genetic algorithm, 

and the cuckoo search optimization. 

Keywords: Demand-side management, Optimal scheduling, Microgrids, Distribution generation, 

Consensus algorithm, Meta-heuristics. 

 

1. Introduction 

The ever-growing energy demand and the integration of non-dispatchable renewable energy 

resources (RERs) are increasingly contributing to the mismatches between generation and demand. 

Moreover, the uncertainty associated with power demand forecasts is one of the main drivers of supply-

demand mismatches, which could lead to potentially significant load interruptions. The increasing 

electrification of various sectors is also contributing to this problem, especially in a power system with a 

high penetration of variable RERs.  

Aimed at the cost-effective minimization of the mismatch of electricity supply and demand, demand-side 

management (DSM) using the flexibility potential of end-consumers is widely recognized as a technically 

feasible and economically viable tool [1], [2], [3]. In this context, smart integrated energy management 

solutions that are centered on the behaviors of end-users have been widely recognized to be particularly 

effective in reducing the system cost whilst improving reliability. In addition, an effective demand-side 

                  



management strategy can shave off peaks in demand, and consequently improve the load factor. Particularly 

in microgrid settings, demand response solutions can significantly improve the self-sufficiency of the 

system. Accordingly, the associated DSM interventions provide an effective framework for end-consumers 

to participate in electricity markets and shift their non-critical loads to off-peak hours, thereby contributing 

to the flattening of the overall load profile [4].  

In general, DSM solutions can be broadly classified into two classes of price- and incentive-based. 

More specifically, price-based load flexibility and control involve time-based pricing programs to reflect 

the time-variant wholesale electricity market prices in the customers’ power bills. On the other hand, 

incentive-based demand response involves paying incentives to voluntary customers to interrupt their loads 

during higher-priced hours or when the reliability of the network is jeopardized. In this context, time-of-

use (ToU) demand response frameworks have been found as one of the most effective demand-side 

management programs for reducing the operational costs of renewable and sustainable energy systems [5, 

6].  

However, to effectively address the wider community-level power mismatches in such programs, 

effective communications between the load agents are necessary within an energy system’s service 

territory. This brings to light the importance of multi-agent system-based modeling based on the consensus-

based distributed algorithm to account for the associated community-level utility1 dimensions [7], [8], [9], 

[10]. More specifically, the so-called “consensus algorithm” refers to the set of distributed rules that govern 

the interactions between an agent and all of its neighbors. Such distributed rules are typically pre-

programmed into the dedicated controllers responsible for communicating with nearby peers and 

identifying the locally optimum solutions [10, 11]. 

Furthermore, it is increasingly recognized that optimizing the schedules of demand-side flexibility 

resources on a day-ahead basis can play a key role in finding the globally optimum operational costs of 

renewable and sustainable energy systems [5], [8], [10]. To this end, meta-heuristics have been shown to 

be particularly effective in lowering peak-to-average energy consumption ratios, thereby flattening the 

overall load profile and helping provide a better match between variable renewable energy generations and 

uncertain demands [1], [3], [4], [5]. 

Moreover, there is a dire need to improve the economics and operational efficiency of grid-

connected and isolated smart, integrated renewable energy systems, and particularly microgrids (MGs). 

Specifically, MGs have been frequently found to be not only central to the roll-out of variable RERs as part 

of global efforts to address climate change and energy decentralization, but also essential for accelerating 

universal energy access [2], [3], [8], [9]. Accordingly, the consensus-based distributed control of the assets 

in MGs represents a cost-effective and reliable approach to coordinating increasingly decentralized 

ownerships. 

More specifically, the consensus-based distributed dispatch of the resources in a MG context could 

offer several important advantages [10], [11], [12]: First, it can outperform centralized schemes in terms of 

the coverage area. This can mainly be explained by the fact that the consensus-based distributed algorithm 

relies on local data sharing between neighbors, whereas centralized approaches rely on high communication 

bandwidths to operate on system-wide data. Second, the consensus-based distributed approach reduces the 

associated communication costs. Importantly, such consensus-based distributed algorithms, which are 

centered on local data sharing between neighboring prosumers2, are expected to eliminate the need for high 

bandwidths needed in counterpart centralized algorithms. Third, future power grids and communication 

networks might have different topologies, which necessitates the plug-and-play functionalities offered by 

the consensus-based distributed approach. Such plug-and-play capabilities are necessary for the efficient 

handling of topological changes in power grids and communications networks. Finally, as a major risk 

factor, centralized systems are highly susceptible to a single point of failure because the entire system is 

dispatched from the main control center – a vulnerability that does not exist in distributed approaches. In 

                                                           
1 The term “utility” in economics refers to the total satisfaction or benefit from consuming a good or service. 
2 A prosumer is a customer who both produces and consumes energy. 

                  



other words, a decentralized network architecture is able to significantly reduce the vulnerability of the 

overall system to a single point of failure. Accordingly, consensus-based decentralized architectures allow 

the system to continue operating coherently even if multiple nodes fail at the same time.  

In this light, this paper seeks to provide new layers of insight and understanding into the potentially 

significant role of consensus-based distributed algorithms for the optimal scheduling of renewable and 

sustainable energy systems, and particularly MGs. As mentioned above, the paper is additionally motivated 

by the need to: (i) minimize the network packet losses in the communications of load agents, and (ii) 

actively test the efficiency of meta-heuristic optimization algorithms for the globally optimal scheduling of 

multi-agent-based MGs – necessary for better reflecting reality. 

 

1.1. Literature Review 

Table 1 provides an overview of the mainstream literature on the optimal scheduling of MGs. By 

identifying the overall objective, main findings, and limitations of the prior work, the table additionally lays 

the foundation for positioning the contributions of this study within the knowledge gaps.  

 

Table 1. Overview of the previous work. 

Ref. Overall objective Main findings Limitation(s) 

[13] 

Duan and Chow, 

2019 

A multi-agent consensus-

based distributed energy 

management system 

considering the impact of 

packet losses 

Minimizing the power 

mismatches and power bills 

1) No consideration is given to 

demand-side management 

strategies. 

 

[14] 

Zhao and Ding, 

2018 

Dispatch optimization of a 

MG based on the consensus 

algorithm 

Minimizing the total operational 

costs and the supply-demand 

mismatches 

1) The impact of 

communication network packet 

losses is ignored. 

2) No implementation of a 

demand response strategy. 

[15] 

Zheng et al., 

2018 

Distributed energy 

management of a multi-

agent MG 

using asynchronous 

consensus and distributed 

alternating direction 

multipliers 

Minimizing the total operational 

costs 

1) The impact of 

communication network packet 

losses is ignored. 

2) No implementation of a 

demand response strategy. 

[1] 

Nadeem Javaid et 

al., 

2018 

Demand-side management 

based on the genetic 

algorithm, binary particle 

swarm optimization, and 

cuckoo search algorithm 

Minimizing the peak-to-average 

ration and power bills 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) No robustness tests are 

undertaken. 

[16] 

Gilda et al., 

2018 

Demand-side management 

based on the Newton Trust 

Region Method  

Minimizing the total operational 

costs and the supply-demand 

mismatches 

1) Integration of renewable 

energy sources is ignored.  

2) Dynamic pricing and 

optimization algorithms are not 

adopted. 

                  



3) No consideration is given to 

using a graph network to transfer 

data between MG connect 

agents. 

4) The impact of 

communication network packet 

losses is ignored. 

[17] 

Mirakhorli and 

Dong, 

2018 

Behavior-driven price-

based Model Predictive 

Control for MG energy 

management 

Minimizing the peak-to-average 

ration and power bills 

1) Integration of renewable 

energy sources is ignored. 

2) Dynamic pricing and 

optimization algorithms are not 

adopted. 

3) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

4) The impact of 

communication network packet 

losses is ignored. 

[18] 

Fernandez et al., 

2018 

Non-cooperative game-

theoretic model for 

demand-side management  

Minimizing the peak-to-average 

ratio, system costs, and end-

users’ discomfort 

1) No consideration of the 

optimal trade-offs between 

renewable energy sources and 

storage devices. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

3) The impact of 

communication network packet 

losses is ignored. 

[19] 

Khalid et al., 

2018 

Demand-side management 

based on the genetic 

algorithm and the bacterial 

foraging 

Minimizing the peak-to-average 

ratio and system costs 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) On-site renewable energy and 

dynamic pricing are not used. 

[20] 

Essayeh et al., 

2019 

A coalition formation 

approach for the distributed 

energy exchange between 

the interconnected MGs 

Maximizing the profits and 

minimizing the energy loss 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) No demand-side management 

strategy is implemented. 

[21] 

Lahon et al., 

2019 

A game-theoretic 

framework for the 

distributed energy 

exchange between the 

interconnected MGs 

Minimizing operational costs 1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

                  



2) The impact of 

communication network packet 

losses is ignored. 

3) No demand-side management 

strategy is implemented. 

[22] 

Sharma and 

Saxena, 

2019 

Demand-side management 

based on the whale 

optimization algorithm  

Peak load reduction and energy 

savings 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) Integration of renewable 

energy sources is ignored, 

dynamic pricing. 

[23] 

Kumar and 

Saravanan, 

2019 

Demand-side management 

based on the artificial fish 

swarm optimization  

Minimizing the operational costs 1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

[24] 

Dong et al., 2018 

Dispatch optimization of an 

islanded heat-electricity 

MG based on the consensus 

algorithm 

Minimizing the total operational 

cost 

1) The impact of 

communication network packet 

losses is ignored. 

2) No implementation of a 

demand response strategy. 

[25] 

Tajalli et al., 

2020 

An optimal scheduling 

algorithm based on the 

distributed consensus 

algorithm 

Minimizing the cost of 

dispatchable power generation 

and grid power imports 

1) No consideration of demand-

side management strategies. 

 

[26] 

Cheng and 

Chow, 

2020 

A distributed energy 

management  

scheme for a DC MG using 

the consensus algorithm 

Minimizing the electricity costs 1) The impact of 

communication network packet 

losses is ignored. 

2) No consideration of demand-

side management strategies. 

[27] 

Ullah et al., 

2020 

A distributed energy 

management  

scheme for a DC MG using 

the consensus algorithm 

Minimizing the electricity costs 1) The impact of 

communication network packet 

losses is ignored. 

2) No consideration of demand-

side management strategies. 

[28] 

Cutsem et al., 

2020 

A distributed consensus 

energy management 

algorithm with forecast 

tracking and trusted 

communication networks 

 

Minimizing the electricity costs 1) The impact of 

communication network packet 

losses is ignored. 

2) No consideration of demand-

side management strategies. 

[29] 

Cheng et al., 

2020 

Demand-side management 

based on the particle swarm 

optimization algorithm 

Minimizing the peak-to-average 

ratio and electricity bills 

1) Neglecting the user comfort 

standards. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

                  



3) The impact of 

communication network packet 

losses is ignored. 

[10]  

Bilal Naji et al., 

2021 

A coalitional game-

theoretic demand-side 

management framework 

Minimizing power mismatches, 

power bills, and curtailed energy 

1) Neglecting the user comfort 

standards. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

[30] 

Ahmed et al., 

2021 

Demand-side management 

based on the strawberry 

optimization algorithm and 

particle swarm optimization 

Minimizing electricity bills  1) On-site renewable energy 

technologies and backup storage 

systems are not used. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

3) The impact of 

communication network packet 

losses is ignored. 

[31] 

Li et al., 

2021 

Dispatch optimization of a 

MG using the CPLEX 

solver 

Minimizing supply-demand 

mismatches 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) No optimization-based 

demand scheduling framework. 

[32] 

Tamilarasu et al., 

2021 

Demand-side management 

based on the binary gray 

wolf optimization 

algorithm  

Minimizing demand peaks and 

maximizing cost savings 

1) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

2) The impact of 

communication network packet 

losses is ignored. 

3) No consideration of storage 

devices in the optimal 

scheduling problem. 

[33] 

Venkatesh et al., 

2022 

Demand-side management 

based on the artificial cell 

swarm optimization and 

wingsuit flying search 

algorithm  

Minimizing supply-demand 

mismatches 

1) On-site renewable energy and 

backup storage systems are not 

used. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

3) The impact of 

communication network packet 

losses is ignored. 

[34] 

Venkatesh and 

Padmini, 

2022 

Demand-side management 

based on the ant lion 

optimization algorithm 

Minimizing the power bills and 

the peak-to-average ratio 

1) On-site renewable energy and 

backup storage systems are not 

used. 

2) No consideration is given to 

using a graph network to transfer 

data between the MG agents. 

                  



3) The impact of 

communication network packet 

losses is ignored. 

 

A review of the literature has also identified the following main consequences of network power 

loss in smart integrated renewable energy systems, which attribute to the relevant data transmitted between 

the nodes on the instantaneous energy generation and consumption within the system [13]: 

1) Transient instability in renewables-rich power systems during the transmission of data, which 

necessitates cost-prohibitive compensators.  

2) Failure to meet the comfort levels of the end-users or loss of load due to discrepancies between the 

estimated and actual active electricity demand, as well as the deviation of voltage from the desired 

values. 

3) Increased probability of demand-supply imbalances in the presence of a high share of variable 

renewables, which necessitates capital-intensive energy storage systems.  

4) The possibility of additional costs charged by the service provider to compensate for the cost of 

rectifying supply-demand mismatches due to network power losses. 

In this setting, the packet losses associated with decentralized networks have remained an important 

issue, which can potentially result in the failure of the overall system. Accordingly, to effectively 

characterize such packet losses during information exchanges between the customers and the MG operator, 

whilst solving the MG scheduling optimization problem for a multi-agent system, fundamentally new 

approaches are increasingly needed. 

 

1.2. Research Gaps and Contributions 

A comprehensive review of the relevant literature indicates the following specific gaps in the 

literature: 

1. Paucity of multi-agent system-based MGs where consumers can effectively communicate with each 

other, as well as the MG operator, to reduce the overall power bill. 

2. Lack of insight and understanding into the effect of the communication network packet losses, 

which can lead to potentially significant energy waste.  

3. Narrow focus on unlocking the flexibility potential of end-users in the presence of network packet 

losses during the MG scheduling optimization phase with the aim of minimizing the system-wide 

costs. 

4. Negligence of the potentially significant importance of some of the recently introduced meta-

heuristics in nearing the globally optimum results for the MG dispatch optimization problem. 

In response, this paper introduces a demand response-addressable, packet loss-aware MG 

operational scheduling method, which makes the following novel contributions, each addressing one of the 

identified gaps in the literature: 

1. A new modelling framework is presented to enable the communication of load agents in a MG who 

seek the common goal of reducing the overall community-wide energy bills. 

2. A network packet loss quantification model is presented for the first time in the literature to 

effectively characterize the associated packet losses during information exchanges between the 

customers and the microgrid operator, whilst solving the microgrid scheduling optimization 

problem. 

                  



3. A novel consensus-based distributed algorithm is combined with a meta-heuristic-based demand-

side management strategy to determine the globally optimum microgrid dispatch in the presence of 

a pool of small-scale demand-side flexibility resources. 

4. The performance of two recently introduced meta-heuristics, namely the virulence optimization 

algorithm (VBA) and the earthworm optimization algorithm (EWOA), are benchmarked against 

the well-established meta-heuristics in the literature. 

To this end, for the first time in the literature, the proposed consensus-based distributed energy management 

algorithm tailored to multi-agent microgrids considering network packet losses, as well as demand-side 

flexibility resources optimized using the VOA and EWOA algorithms, simultaneously involves the 

following four modelling elements: 

 

1. Minimizing the supply-demand mismatches; 

2. Minimizing the overall system-wide operational costs; 

3. Minimizing the peak-to-average ratio of the load profile; and 

4. Characterization of the network packet losses. 

 

1.3. Paper Organization 

The rest of this paper is organized as follows. Section 2 presents the proposed test-case grid-

connected MG. Section 3 formulates the consensus-based distributed energy management problem, while 

Section 4 presents the proposed methodology to solve the problem in the presence of network packet losses 

and demand-side flexibility resources. Subsequently, Section 5 presents the numeric simulation results 

obtained from the application of the proposed method to the test-case MG for a representative day of the 

system operation. Finally, Section 6 draws conclusions and presents areas for future work. 

 

2. Proposed Test-Case Grid-Connected Microgrid 

In accordance with Fig. 1, the test-case grid-connected MG system integrates various RERs and 

storage devices. The following sub-sections present the mathematical models of the technologies 

considered for integration into the system. 

                  



 

Figure 1. Overall configuration of the proposed test-case MG. 

 

2.1. Solar Photovoltaic Systems 

The following equation can be used to model the power output from the solar photovoltaic (PV) 

system at each time-step of the system operation [35], [36], [37]: 

𝑃𝑠 = 𝑃𝑃𝑉
𝑛𝑜𝑚

𝐺

𝐺𝑟𝑒𝑓
[1 + 𝐾 (𝑇𝑎𝑚𝑏 + (

𝑁𝑂𝐶𝑇 − 20

800
𝐺) − 𝑇𝑟𝑒𝑓)],                                                                          (1) 

where 𝑃𝑃𝑉
𝑛𝑜𝑚 represents the PV system's nominal power output under the standard test conditions, 𝐺 denotes 

solar irradiance (W/m2), 𝐺𝑟𝑒𝑓   (here, 1 kW/m2) represents the reference solar irradiance, 𝐾 represents the 

coefficient of power at different ambient temperatures, 𝑇𝑎𝑚𝑏 denotes the ambient temperature, 𝑁𝑂𝐶𝑇 

denotes the nominal operating cell temperature, while 𝑇𝑟𝑒𝑓 (here, 25°C) is the reference temperature under 

standard test conditions. 

Fig. 2 depicts the assumed daily solar PV production by the two existing installed systems 

considered. Specifically, the solar PV systems generate between the hours 9:00 a.m. and 5:00 p.m., which 

are then used to serve residential loads or stored in a battery bank, or a combination thereof. Accordingly, 

                  



the optimization problem needs to effectively handle the residential loads when the solar PV system does 

not generate. 

 

 

Figure 2. Solar PV system’s generation profile on the representative day.  

 

2.2. Wind Turbine Generator 

The total power output from a wind turbine at each time-step of the system operation can be 

approximated as follows [38], [39], [40]: 

𝑃𝑊𝑇(𝑡) = {

0,                                                         𝑉(𝑡) ≤ 𝑉𝑐𝑖𝑛 𝑎𝑛𝑑  𝑉(𝑡) ≥ 𝑉𝑐𝑜𝑢𝑡

𝑃𝑟
𝑊,                                                               𝑉𝑟𝑎𝑡 ≤ 𝑉(𝑡) ≤ 𝑉𝑐𝑜𝑢𝑡          

𝑃𝑟
𝑊 𝑉(𝑡)−𝑉𝑐𝑖𝑛

𝑉𝑟𝑎𝑡−𝑉𝑐𝑖𝑛
,                                              𝑉𝑐𝑖𝑛 ≤ 𝑉(𝑡) ≤ 𝑉𝑟𝑎𝑡            

                                         (2) 

where 𝑃𝑟
𝑊 denotes the rating power of a single wind turbine, 𝑉𝑐𝑖𝑛 denotes the cut-in wind speed, 𝑉𝑟𝑎𝑡 

represents the rated wind speed, 𝑉𝑐𝑜𝑢𝑡 represents the cut-out wind speed, and 𝑉(𝑡) represents the reference 

height wind speed. 

The following equation can also be used to normalize the wind speed recorded at the reference 

height to the wind turbine’s hub height [38], [41]: 

𝑉(𝑡) = 𝑉𝑟(𝑡) (
𝐻𝑊𝑇

𝐻𝑟
)

𝜆
,                                                                                                                                    (3) 

where 𝑉(𝑡) denotes the wind speed normalized to the hub height 𝐻𝑊𝑇, while 𝑉𝑟(𝑡) denotes the wind speed 

at the reference height 𝐻𝑟, and 𝜆 represents the friction coefficient. The coefficient of friction, 𝜆, is typically 

equal to 1/7 for areas that are well-exposed and have smooth surfaces. 

Accordingly, the assumed power generation output of the existing installed wind turbine on the 

representative day is illustrated in Fig. 3. 

                  



 

Figure 3. Wind turbine's power generation profile on the representative day. 

 

2.3. Energy Storage System 

The conceptualized MG employs a battery storage system to store energy when there is excess 

renewable power generation for use at times of power deficits. The state-of-charge (SOC) of the existing 

installed battery bank can be calculated in a continuous manner using the following equations [40], [42], 

[43]: 

𝑆𝑂𝐶(𝑡)

𝑆𝑂𝐶(𝑡 − 1)
= ∫

𝑃𝑏(𝑡)𝜂𝑏𝑎𝑡𝑡

𝑉𝑏𝑢𝑠

𝑇

𝑇−1

𝑑𝑡,                                                                                                                           (4) 

where 𝑉𝑏𝑢𝑠 denotes the associated bus voltage, 𝑃𝑏(𝑡) denotes the battery's input/output power at time-step 

𝑡, and 𝜂𝑏𝑎𝑡𝑡 represents the battery's round-trip efficiency. A positive sign for 𝑃𝑏(𝑡) indicates that it is in the 

charging mode; a negative, the discharging mode. 

Also, the maximum allowable charge or discharge power of the battery is proportional to its 

maximum charge or discharge current, and can calculated as follows: 

𝑃𝑏
𝑚𝑎𝑥 =

𝑁𝑏𝑎𝑡𝑡𝑉𝑏𝑎𝑡𝑡𝐼𝑚𝑎𝑥

1000
,                                                                                                                                            (5) 

where 𝐼𝑚𝑎𝑥 is the maximum charging current of the battery in Amperes, 𝑁𝑏𝑎𝑡𝑡 denotes the number of battery 

packs in the battery bank, and 𝑉𝑏𝑎𝑡𝑡 represents the voltage of each of the battery packs.  

 

3. Consensus-based Distributed Energy Management Problem 

3.1. Problem Formulation 

As discussed in the preceding section, the system of interest is a grid-connected MG, which 

integrates a set of renewable energy resources represented by 𝑅 ≜ {𝑟1, 𝑟2, … , 𝑟𝑅}, a set of energy storage 

devices represented by 𝐵 ≜ {𝑏1, 𝑏2, … , 𝑏𝐵}, and a set of load centers denoted by 𝐿 ≜ {𝑙1, 𝑙2, … , 𝑙𝐿}. The total 

number of generators, storage systems, and load centers is denoted by 𝑁. The algorithm for energy 

scheduling is formulated as an offline optimization problem, with the main objective of minimizing the 

overall community-wide electricity bill over the time horizon 𝑇 = {1, 2, . . . , 𝑇} [44, 45]:  

                  



𝑚𝑖𝑛 ∑ 𝑃𝑅(𝑡)𝑃𝑔𝑟𝑖𝑑(𝑡)∆𝑡

𝑇

𝑡=1

,                                                                                                                                            (6) 

where 𝑃𝑅(𝑡) is the energy price at time-step 𝑡, 𝑃𝑔𝑟𝑖𝑑(𝑡) is the power purchased from the grid at time-step 

𝑡, and ∆𝑡 is the duration of each time-step. 

The constraints on power balance (Eq. (7)), power rating (Eqs. (8) and (9)), and energy capacity 

(Eq. (10)) ensure that the simulated system adheres to the physical limitations as follows: 

∑ 𝑃𝑙(𝑡)

𝑙∈𝐿

+ ∑ 𝑃𝑏(𝑡)

𝑏∈𝐵

+ ∑ 𝑃𝑟(𝑡)

𝑟∈𝑅

+ 𝑃𝑔𝑟𝑖𝑑(𝑡) = 0,     ∀𝑡 ∈ 𝜏                                                                              (7) 

𝑃𝑏,𝑚𝑖𝑛 ≤ 𝑃𝑏(𝑡) ≤ 𝑃𝑏,𝑚𝑎𝑥,      ∀𝑡 ∈ 𝜏, ∀𝑏 ∈ 𝐵                                                                                                         (8) 

 0 ≤ 𝑃𝑔𝑟𝑖𝑑(𝑡) ≤ 𝑃𝑔𝑟𝑖𝑑,𝑚𝑎𝑥,   ∀𝑡 ∈ 𝜏                                                                                                                          (9) 

𝐸𝑏
𝑖𝑛𝑖 − 𝐸𝑏,𝑚𝑎𝑥 ≤ ∑ 𝑃𝑏(𝑠)∆𝑡 ≤ 𝐸𝑏

𝑖𝑛𝑖 − 𝐸𝑏,𝑚𝑖𝑛

𝑡

𝑠=1

.   ∀𝑡 ∈ 𝜏, ∀𝑏 ∈ 𝐵                                                                   (10) 

More specifically, the constraint in Eq. (7) ensures that the total power generation is equal to the 

total power consumption at each time-step, with the variables 𝑙 ∈ 𝐿, 𝑏 ∈ 𝐵, 𝑎𝑛𝑑 𝑟 ∈ 𝑅 denoting a specific 

load center, storage device, and renewable energy generator, respectively. According to the constraints in 

Eqs. (8) and (9), the battery charge/discharge power and the import/export power must lie within a pre-

defined range defined by the minimum and maximum charge capacities (𝑃𝑏,𝑚𝑖𝑛 and 𝑃𝑏,𝑚𝑎𝑥) and the 

maximum grid power exchange capacity (𝑃𝑔𝑟𝑖𝑑,𝑚𝑎𝑥) at each time-step. According to the constraint in Eq. 

(10), the amount of energy stored in the storage device 𝑏 ∈ 𝐵 must, at all time-steps, lie within the pre-

specified range defined by 𝐸𝑏,𝑚𝑖𝑛 and 𝐸𝑏,𝑚𝑎𝑥. Also, 𝐸𝑏
𝑖𝑛𝑖 represents the total amount of energy stored in 

device 𝑏 in the initial time-step of simulations. 

 

3.2. Network Model 

It is assumed that every device in the MG is equipped with a distributed controller, which enables 

communication with the peers in the service territory whilst making effective decisions for the local device. 

To characterize the communication network, an undirected graph, 𝐺 = {𝑉, 𝐸}, is used. More specifically, 

the vertices of the graph are denoted by 𝑉 = {𝑣1, 𝑣2, . . . , 𝑣𝑁}, which are then used to represent the set of 

𝑁 controllers. Also, the set of edges connecting the neighboring controllers is denoted by 𝐸 ⊂ 𝑉 × 𝑉. If 

any edge (𝑣𝑘 , 𝑣𝑧) ∈ 𝐸 in the graph also contains the inverse edge (𝑣𝑧, 𝑣𝑘), then the graph can be referred 

to as an undirected graph. As mentioned above, in this paper, it is assumed that the communication network 

is undirected. That is, the network is assumed to have no single direction. Furthermore, for each 

edge (𝑘, 𝑧) ∈ 𝐸 with 𝑘, 𝑧 ∈ 𝑉, controller 𝑘 receives data from controller 𝑧 and vice versa. Moreover, the 

set of neighboring controllers of a controller 𝑘 ∈ 𝑉 in the undirected graph 𝐺 is denoted by 𝑁𝑘 =
{𝑧: 𝑧 ∈ 𝑉, (𝑘, 𝑧) ∈ 𝐸}. 

As illustrated in Figs. 1 and 4, the proposed MG architecture and the associated communications network 

are comprised of a total of 15 agents. Specifically, the MG involves 4 independent distribution generators, 

4 independent battery storage units, 1 wind turbine unit, 2 solar PV panel units, 1 main utility grid, and 3 

load centers. Note that each distributed energy resource has a specific local controller. 

Recall that the communications network, depicted in Fig. 4, is an undirected connected graph. Accordingly, 

the adjacency matrix 𝑊 = [𝜔𝑘𝑧𝑆𝑘𝑧] of the graph can be defined by the following parameters: 

𝑆𝑘𝑧 = {
1    𝑖𝑓 (𝑣𝑘 , 𝑣𝑧) ∈ 𝐸
0    𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

 

                  



𝜔𝑘𝑧 =
1

𝑚𝑎𝑥𝑘=1,2,…𝑁|𝑁𝑘| + 1
  

Also, the factor 𝜔𝑘𝑧 is enforced to lie between 0 and 1 for the algorithm to converge. In addition, 

connectivity refers to the existence of a path between any two nodes or devices. Accordingly, there is 

connectivity between nodes in a graph if and only if there is a path, or a connected edge, from one node to 

another. In mathematical terms, if an edge with the definition (𝑣𝑘 , 𝑣𝑧) ∈ 𝐸 exists, then the node 𝑣𝑧 is 

connected to the node 𝑣𝑘 as a neighbor. 

3.3. Packet Loss in an Information Exchange 

A Bernoulli process is used to model the loss of packets in the communication network [46]. Let 

the binary variable 𝑏𝑘−𝑧(𝑛) = 0 𝑜𝑟 1 represent the status of packet loss on communication link 𝑘 → 𝑧 at 

iteration 𝑛. The probability of 𝑏𝑘−𝑧(𝑛) can then be calculated as follows: 

{
𝑃{𝑏𝑘−𝑧(𝑛) = 0} = 𝑟𝑘−𝑧,       

𝑃{𝑏𝑘−𝑧(𝑛) = 1} = 1 − 𝑟𝑘−𝑧,
                                                                                                                                    (11) 

where 𝑟𝑘−𝑧 denotes the packet loss rate associated with the link 𝑘 → 𝑧; 𝑟𝑘−𝑧 = 1 if (𝑘, 𝑧) ∉ 𝐸. It is 

noteworthy that by assigning distinct packet loss rates to different links, it can be ensured that the packet 

loss in the overall network is not uniform. 

Let 𝜍𝑘(𝑛) represent the set of neighbors which have failed to deliver the information 𝑘 at iteration 

𝑛, and 𝛿𝑘(𝑛) represent the set of successful neighbors. Under these circumstances, the set of controller 𝑘's 

neighbors consists of 𝜍𝑘(𝑛) and 𝛿𝑘(𝑛), as 𝑁𝑘 = 𝜍𝑘(𝑛) ∪ 𝛿𝑘(𝑛). Also, due to packet losses, controller 𝑘 

only updates with the received information set 𝛿𝑘(𝑛) at each iteration 𝑛, as the information set 𝜍𝑘(𝑛) is 

unavailable. Considering the associated packet losses, the following equations can be used to represent the 

general consensus-based updating rule [24]: 

1) Power imbalance estimator [47]: 

𝛥𝑃̂𝑘
𝑛+1(𝑡) = 𝛥𝑃̂𝑘

𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝑁𝑘

(𝛥𝑃̂𝑧
𝑛(𝑡) − 𝛥𝑃̂𝑘

𝑛(𝑡)) + 𝑃𝑘
𝑛+1(𝑡) − 𝑃𝑘

𝑛(𝑡)    

= 𝛥𝑃̂𝑘
𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝛿𝑘(𝑛)

(𝛥𝑃̂𝑧
𝑛(𝑡) − 𝛥𝑃̂𝑘

𝑛(𝑡)) + 𝑃𝑘
𝑛+1(𝑡) − 𝑃𝑘

𝑛(𝑡),       ∀𝑡 ∈ 𝜏              (12) 

where 𝛥𝑃̂𝑘
𝑛(𝑡) denotes the estimated local power imbalance at time-step 𝑡, 𝑃𝑘

𝑛(𝑡) denotes the local power 

exchange at time-step 𝑡, the factor 𝜔𝑘𝑧 =
1

𝑚𝑎𝑥𝑘=1,2,…𝑁|𝑁𝑘|+1
, and 𝑁𝑘  is the set of controller 𝑘's neighbors. 

Also, the iteration index is denoted by 𝑛, while the time interval for the finite schedule horizon 𝑇 ≥ 1 is 

denoted by 𝑡 ∈ [1, 𝑇]. 

2) Incremental cost estimator: 

𝜆𝑘
𝑛+1(𝑡) = 𝜆𝑘

𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝑁𝑘

(𝜆𝑧
𝑛(𝑡) − 𝜆𝑘

𝑛(𝑡)) + 𝜁𝛥𝑃̂𝑘
𝑛(𝑡)

= 𝜆𝑘
𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝛿𝑘(𝑛)

(𝜆𝑧
𝑛(𝑡) − 𝜆𝑘

𝑛(𝑡)) + 𝜁𝛥𝑃̂𝑘
𝑛(𝑡), ∀𝑡 ∈ 𝜏                                      (13) 

where 𝜆𝑘
𝑛(𝑡) is the local incremental cost estimation for time-step 𝑡, and 𝜁 is a step size that is sufficiently 

small.  

According to the consensus-based updating rule in Eq. (13), the local power imbalance estimation 

𝛥𝑃̂𝑘
𝑛(𝑡) is influenced by its neighbors' imbalances, 𝛥𝑃̂𝑧

𝑛(𝑡) (𝑧 ∈ 𝑁𝑘), at each iteration 𝑛. To account for the 

influence of neighbors at each iteration, an auxiliary variable 𝜒𝑘−𝑧
𝑛 (𝑡) is used as follows: 

                  



𝜒𝑘−𝑧
𝑛 (𝑡) = {

𝜒𝑘−𝑧
𝑛−1(𝑡) + 𝜔𝑘𝑧 (𝛥𝑃̂𝑧

𝑛−1(𝑡) − 𝛥𝑃̂𝑘
𝑛−1(𝑡)) ,   𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛 − 1)

𝜒𝑘−𝑧
𝑛−1(𝑡),                                                              𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛 − 1)

      ∀𝑡 ∈ 𝜏                               (14) 

where 𝛿𝑘(𝑛 − 1) represents the set of neighbors that successfully deliver the packet to controller 𝑘 at 

iteration 𝑛 − 1, and 𝜍𝑘(𝑛 − 1) represents the set of neighbors that fail to deliver the packet. 

The auxiliary variable 𝜒𝑘−𝑧
𝑛 (𝑡) represents the modifications that controller 𝑘 has made to its 

variable 𝛥𝑃̂𝑘
𝑛(𝑡) in accordance with the impact of its neighbor 𝑧 before iteration 𝑛. Nevertheless, in view 

of the potential packet losses, 𝜒𝑘−𝑧
𝑛 (𝑡) is not necessarily equal to −𝜒𝑧−𝑘

𝑛 (𝑡). Accordingly, an adjustment 

variable 𝑒𝑘𝑧
𝑛 (𝑡) is defined to account for the local power imbalance estimation caused by packet losses as 

follows: 

𝑒𝑘𝑧
𝑛 (𝑡) = 𝜒𝑘−𝑧

𝑛 (𝑡) + 𝜒𝑧−𝑘
𝑛 (𝑡).   ∀𝑡 ∈ 𝜏                                                                                                                   (15) 

More specifically, the variable 𝑒𝑘𝑧
𝑛 (𝑡) represents the total amount of the modifications of the 

controller 𝑘 in both directions of the link (𝑘, 𝑧) ∈ 𝐸.  

The proposed communication system depicted is in Fig. 4. Also, the auxiliary variable 

𝜒𝑘−𝑧
𝑛  (𝜒𝑘−𝑧

𝑛 (𝑡), 𝑡 ∈ 𝑇) has been integrated into the process of exchanging information. At each iteration 𝑛, 

the controller 𝑘 requests its neighbors to provide it with the value of 𝜒𝑧−𝑘
𝑛 (𝑡) (𝑧 ∈ 𝑁𝑘). It then calculates 

𝑒𝑘𝑧
𝑛 (𝑡) for each link (𝑘, 𝑧) ∈ 𝐸 in its territory. Accordingly, using the variable 𝑒𝑘𝑧

𝑛 (𝑡), controller 𝑘 is able 

to determine any mismatches caused by local packet losses. To maintain the accuracy of the power 

imbalance estimation, controller 𝑘 updates its local power imbalance estimation 𝛥𝑃̂𝑘
𝑛+1(𝑡) based on 𝑒𝑘𝑧

𝑛 (𝑡).  

 

Figure 4. Characterization of the information exchange between the agents. 

 

More specifically, at each iteration 𝑛, the following steps are followed: 

 

                  



Step 1: Use Eq. (14) to update the neighbors' impact in accordance with the outcome of the most recent 

packet delivery. 

Step 2: Share information with neighbors, including the consensus variables 𝛥𝑃̂𝑘
𝑛−1(𝑡) and 𝜆𝑘

𝑛−1(𝑡), in 

conjunction with the most recent impact variable 𝜒𝑘−𝑧
𝑛 (𝑡). 

Step 3: Determine the adjustment variable 𝑒𝑘𝑧
𝑛 (𝑡) to effectively account for the errors introduced by the 

most recent packet delivery as: 

𝑒𝑘𝑧
𝑛 (𝑡) = {

𝜒𝑘−𝑧
𝑛 (𝑡) + 𝜒𝑧−𝑘

𝑛 (𝑡),           𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛 − 1)

0,                                          𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛 − 1)
           ∀𝑡 ∈ 𝜏                                                              (16) 

Step 4: Apply the modified rule to the consensus variables 𝛥𝑃̂𝑘
𝑛(𝑡) and 𝜆𝑘

𝑛(𝑡): 

𝛥𝑃̂𝑘
𝑛+1(𝑡) = 𝛥𝑃̂𝑘

𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝛿𝑘(𝑛−1)

(𝛥𝑃̂𝑧
𝑛−1(𝑡) − 𝛥𝑃̂𝑘

𝑛−1(𝑡)) + 𝑃𝑘
𝑛+1(𝑡) − 𝑃𝑘

𝑛(𝑡)

−  ∑ 𝑒𝑘𝑧
𝑛 (𝑡),

𝑧∈𝛿𝑘(𝑛−1)

     ∀𝑡 ∈ 𝜏                                                                                                    (17) 

 𝜆𝑘
𝑛+1(𝑡) = 𝜆𝑘

𝑛(𝑡) + ∑ 𝜔𝑘𝑧

𝑧∈𝛿𝑘(𝑛−1)

(𝜆𝑧
𝑛−1(𝑡) − 𝜆𝑘

𝑛−1(𝑡)) + 𝛥𝜁𝑃̂𝑘
𝑛−1(𝑡),    ∀𝑡 ∈ 𝜏                                    (18) 

Step 5: Adjust the auxiliary variable 𝜒𝑘−𝑧
𝑛 (𝑡) at the end of each iteration: 

𝜒𝑘−𝑧
𝑛 (𝑡) = {

𝜒𝑘−𝑧
𝑛 (𝑡) − 𝑒𝑘𝑧

𝑛 (𝑡),                                   𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛)

𝜒𝑘−𝑧
𝑛 (𝑡),                                                    𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛)

          ∀𝑡 ∈ 𝜏                                               (19) 

It is noteworthy that in the case of a bidirectional communication link (𝑘, 𝑧), the controllers 𝑘 and 

𝑧 apply the relevant adjustment variable separately. More specifically, to compensate for the impact of the 

packet loss on link 𝑘 to 𝑧, controller 𝑘 updates its adjustment variable 𝑒𝑘𝑧
𝑛 (𝑡). Simultaneously, controller 𝑧 

updates the counterpart adjustment variable 𝑒𝑧𝑘
𝑛 (𝑡) to account for the effect of the packet loss on link 𝑧 to 

𝑘. Recall that 𝑒𝑘𝑧
𝑛 (𝑡) is not necessarily equal to 𝑒𝑧𝑘

𝑛 (𝑡), and is controlled by the packet delivery results in 

both directions of the link. 

Given the iterative nature of the proposed method, the auxiliary variable 𝜒𝑘−𝑧
𝑛 (𝑡) can be re-written 

as follows at the end of each iteration 𝑛 (after step 5): 

𝜒𝑘−𝑧
𝑛 (𝑡) = ∑ 𝜔𝑘𝑧 (𝛥𝑃̂𝑧

𝑠(𝑡) − 𝛥𝑃̂𝑘
𝑠(𝑡)),    ∀𝑡 ∈ 𝜏                                                                                     (20)

𝑠∈𝛺𝑘𝑧(𝑛)

 

where 𝛺𝑘𝑧(𝑛) is the set of iterations in which the packets are successfully delivered in both the forward and 

backward directions of the link (𝑘, 𝑧), and can be obtained as follows: 

𝛺𝑘𝑧(𝑛) = {𝑠 < 𝑛│𝑘 ∈ 𝛿𝑧(𝑠) & 𝑧 ∈ 𝛿𝑘(𝑠)},                                                                                                      (21) 

Note that Eqs. (20) and (21) hold true if 𝑛 > 0; thus: 

𝜒𝑘−𝑧
𝑛 (𝑡) = ∑ 𝜔𝑘𝑧 (𝛥𝑃̂𝑧

𝑠(𝑡) − 𝛥𝑃̂𝑘
𝑠(𝑡)),      ∀𝑡 ∈ 𝜏           

𝑠∈𝛺𝑘𝑧(𝑛)

                                                                     (22𝑎) 

𝜒𝑧−𝑘
𝑛 (𝑡) = ∑ 𝜔𝑘𝑧 (𝛥𝑃̂𝑘

𝑠(𝑡) − 𝛥𝑃̂𝑧
𝑠(𝑡)),       ∀𝑡 ∈ 𝜏           

𝑠∈𝛺𝑘𝑧(𝑛)

                                                                    (22𝑏) 

In the next iteration (𝑛 + 1), the values of 𝜒𝑘−𝑧
𝑛+1(𝑡) and 𝜒𝑧−𝑘

𝑛+1(𝑡) are updated as follows: 

𝜒𝑘−𝑧
𝑛+1(𝑡) = {

𝜒𝑘−𝑧
𝑛 (𝑡) + 𝜔𝑘𝑧 (𝛥𝑃̂𝑧

𝑛(𝑡) − 𝛥𝑃̂𝑘
𝑛(𝑡)) ,   𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛 − 1)

𝜒𝑘−𝑧
𝑛 (𝑡),                                                      𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛 − 1)

        ∀𝑡 ∈ 𝜏                                       (23) 

                  



and  

𝜒𝑧−𝑘
𝑛+1(𝑡) = {

𝜒𝑧−𝑘
𝑛 (𝑡) + 𝜔𝑘𝑧 (𝛥𝑃̂𝑘

𝑛(𝑡) − 𝛥𝑃̂𝑧
𝑛(𝑡)) ,   𝑖𝑓 𝑘 ∈ 𝛿𝑧(𝑛 − 1)

𝜒𝑧−𝑘
𝑛 (𝑡),                                                      𝑖𝑓 𝑘 ∈ 𝜍𝑧(𝑛 − 1)

        ∀𝑡 ∈ 𝜏                                       (24) 

Also, the adjustment variable 𝑒𝑘𝑧
𝑛+1(𝑡) is updated as follows: 

 𝑒𝑘𝑧
𝑛+1(𝑡) = {

𝜒𝑘−𝑧
𝑛+1(𝑡) + 𝜒𝑧−𝑘

𝑛+1(𝑡),           𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛)

0,                                          𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛)
       ∀𝑡 ∈ 𝜏                                                                     (25) 

Substituting Eqs. (23) and (24) into Eq. (25) then gives: 

 𝑒𝑘𝑧
𝑛+1(𝑡) = {

𝜔𝑘𝑧 (𝛥𝑃̂𝑧
𝑛(𝑡) − 𝛥𝑃̂𝑘

𝑛(𝑡)) ,           𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛) 𝑎𝑛𝑑 𝑘 ∈ 𝜍𝑧(𝑛)

0,                                                                                     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      ∀𝑡 ∈ 𝜏                               (26) 

The value of 𝜒𝑘−𝑧
𝑛+1(𝑡) is additionally updated as follows: 

𝜒𝑘−𝑧
𝑛+1(𝑡) = {

𝜒𝑘−𝑧
𝑛+1(𝑡) − 𝑒𝑘𝑧

𝑛+1(𝑡),                       𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛)

𝜒𝑘−𝑧
𝑛+1(𝑡),                                            𝑖𝑓 𝑧 ∈ 𝜍𝑘(𝑛)

              ∀𝑡 ∈ 𝜏                                                   (27) 

Finally, substituting Eqs. (23) and (26) into Eq. (27) gives: 

𝜒𝑘−𝑧
𝑛+1(𝑡) = {

𝜒𝑘−𝑧
𝑛 (𝑡) + 𝜔𝑘𝑧 (𝛥𝑃̂𝑧

𝑛(𝑡) − 𝛥𝑃̂𝑘
𝑛(𝑡)) ,          𝑖𝑓 𝑧 ∈ 𝛿𝑘(𝑛) 𝑎𝑛𝑑 𝑘 ∈ 𝛿𝑧(𝑛)

𝜒𝑘−𝑧
𝑛 (𝑡),                                                                                           𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    ∀𝑡 ∈ 𝜏               (28) 

When the proposed packet loss-aware, consensus-based iterative algorithm converges to the unique 

solution, there no longer exists any mismatch between the total power supply and the total demand. 

Mathematically, this can be expressed as follows: 

lim
𝑘→∞

∑ 𝑃𝑙
𝑘(𝑡)

𝑙∈𝐿

+ ∑ 𝑃𝑏
𝑘(𝑡)

𝑏∈𝐵

+ ∑ 𝑃𝑟
𝑘(𝑡)

𝑟∈𝑅

+ 𝑃𝑔𝑟𝑖𝑑
𝑘 (𝑡) = 0.         ∀𝑡 ∈ 𝜏                                                           (29) 

In this setting, Table 2 presents the specifications of the modelled battery energy storage systems 

(BESSs), including the rated capacity, minimum and maximum allowable power ratings, and the initial 

energy in-store. Also, the assumed values for the packet loss rate on the network’s links are given in Table 

3. The consideration of different packet loss rates for the network’s communication links ensures that packet 

losses are non-unified.  

Table 2. Specifications of the modelled battery energy storage systems. 

BESS no. Rated capacity 

(kWh) 

𝑷𝒃,𝒎𝒊𝒏 𝑷𝒃,𝒎𝒂𝒙 𝑬𝒃
𝒊𝒏𝒊 

BESS 1 5 -5 5 1 

BESS 2 10 -5 5 1.5 

BESS 3 5 -5 5 0.5 

BESS 4 5 -5 5 0.5 

 

Table 3. Determination of the loss of packets on each link. 

Link 1→2 1→5 1→8 1→12 2→3 

Packet loss 0.05 0.05 0.05 0.05 0.1 

Link 3→4 4→2 2→5 5→6 6→7 

Packet loss 0.1 0.1 0.1 0.15 0.15 

Link 7→5 5→8 8→9 9→10 10→11 

Packet loss 0.15 0.15 0.2 0.2 0.25 

Link 11→8 8→12 12→13 13→14 14→15 

Packet loss 0.2 0.2 0.25 0.25 0.25 

                  



Link 15→12     

Packet loss 0.25     

 

4. Adaptive Consensus-Based Distributed Energy Management  

  This section presents the proposed demand-side management model for residential end-users 

within the MG’s service territory who have on-site RERs and energy storage devices. More specifically, 

the model is centered on an adaptive consensus-based distributed energy dispatching algorithm. Recall that 

the main advantage of the proposed consensus-based approach compared to counterpart centralized 

approaches is allowing for local communications and sharing energy amongst neighboring agents necessary 

for improved resilience, self-sufficiency, and security of supply.  

To further improve the efficiency of the proposed method, a demand response scheme is integrated 

into the model, which optimally schedules the supply of loads within the customers’ comfort constraints. 

To this end, the model is developed based on the time-of-use (ToU) pricing scheme. To illustrate, Fig. 5 

shows the tariffs considered in the simulations. Also, to minimize the peak-to-average energy consumption 

profile, the VOA and EWOA meta-heuristics are used (see the Appendix for the pseudo-codes). The meta-

heuristic-based load flexibility scheme is then nested within the outer consensus-based distributed 

algorithm.  

 

Figure 5. ToU electricity tariff profile for the representative day.  

Assume a residential load with 𝑙𝑢 = {𝑚1, 𝑚2, … , 𝑚𝑀} appliances, where 𝑢 is the load number (𝑢 =

1, 2, … , 𝐿); |𝑙𝑢| ∈ M (total number of appliances considered). Also assume that there are two broad load 

types, namely: shiftable loads and non-interruptible loads. The washing machine, clothes dryer, electric 

water heater, and electric vehicle can, for example, be included in the set of shiftable loads. On the other 

hand, the set of non-interruptible loads can, for example, include refrigerators and lighting loads. After 

running the demand-side response program, shiftable appliances can be curtailed if it is profitable for the 

customer to do so. The end-user’s objective is then to maximize the profit that can be achieved by curtailing 

the interruptible loads subject to the associated comfort standards. 

In this context, assume that 𝜕𝑚𝑖,ℎ  represents a set of shiftable appliances operating at time-step ℎ, 

with non-interruptible appliances served perfectly. Also, assume that each shiftable appliance can complete 

its task within a 24-hour time window. Accordingly, each shiftable appliance can tolerate a certain period 

of delay, 𝜑𝑚𝑖, as follows: 

𝜑𝑚𝑖 = 24 − 𝛼𝑚𝑖,                                                                                                                                                        (30) 

where 𝛼𝑚𝑖 represents the acceptable comfort standard associated with the 𝑚𝑖-th appliance, with Eq. (31) 

defining the upper and lower bounds of 𝜑𝑚𝑖: 

                  



∅1 ≤ 𝜑𝑚𝑖 ≤ ∅2,                                                                                                                                                          (31) 

where ∅1 = 24 − 𝛼𝑚𝑎𝑥 and ∅2 = 24 − 𝛼𝑚𝑖𝑛.  

Also, the total demand in the baseline scenario can be obtained as follows: 

E𝑇 = ∑ ∑ E𝑚𝑖,ℎ.

24

ℎ=1

𝑀

𝑖=1

                                                                                                                                                   (32) 

Furthermore, the daily renewable power generation by the customers’ on-site renewable energy 

generators can be expressed as: 

E𝑅𝐸𝑅  = ∑ E𝑅𝐸𝑅,ℎ .

24

ℎ=1

                                                                                                                                                  (33) 

In this setting, the customer’s objective function for participation in the demand response program 

can be formulated as follows: 

min [∑ ∑ 𝐸𝑐𝑜𝑠𝑡𝑚𝑖,ℎ

24

ℎ=1

𝑀

𝑖=1

] ,                                                                                                                                           (34) 

subject to: 

 

E𝑔𝑟𝑖𝑑 = ∑ ∑ E𝑚𝑖,ℎ ,           ⩝ 𝐵𝐿                                                                                                                       (35𝑎)

24

ℎ=1

𝑀

𝑖=1

 

E𝑔𝑟𝑖𝑑,ℎ + E𝑅𝐸𝑅,ℎ  = ∑ ∑ E𝑇,ℎ ,                ⩝ 𝐼𝐿

24

ℎ=1

𝑀

𝑖=1

                                                                                               (35𝑏) 

𝜑𝑚𝑎𝑥,𝑚𝑖 ≤ 24 − 𝛼𝑚𝑖,                                                                                                                                              (35𝑐) 

𝜌ℎ,𝑚𝑖 ∈ {0,1}.                                                                                                                                                            (35𝑑) 

In the above formulation of the customer’s payoff function (Eq. (34)), it is additionally assumed 

that the customer’s non-interruptible energy demands are always satisfied using the on-site renewable 

energy resources and grid imports (Eq. (35a)). The maximum period of time that the consumption of any 

appliance can be shifted is also modelled using Eqs. (35b) and (35c), while the status of the appliance is 

modelled by a boolean variable that represents the fact that the appliance can either be ON or OFF at each 

time-step, as follows: 

𝜌ℎ,𝑚𝑖 = {
0,            𝑖𝑓 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒 𝑚𝑖 𝑖𝑠 𝑂𝐹𝐹 
1,            𝑖𝑓 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒 𝑚𝑖 𝑖𝑠 𝑂𝑁   

                                                                                                     (36) 

Table 4 presents the timing and energy usage specifications of the shiftable loads considered in 

this study for the three end-point loads modelled. 

Table 4. Shiftable appliances and their usage specifications. 

Appliance Operating time Rated 

power for 

load #1 

(kW) 

Rated power 

for load #2 

(kW)  

Rated power 

for load #3 

(kW)  

Washing 

machine 

1:00-2:00 a.m. 

10:00-11:00 a.m. 

1:00-3:00 p.m. 

2.25 1.15 1.15 

                  



Clothes 

dryer 

1:00-5:00 a.m. 

9:00-11:00 a.m. 

 7:00-9:00 p.m. 

2.15 1.07 1.07 

Electric 

vehicle 

5:00-7:00 a.m. 

9:00-10:00 a.m. 

8:00 p.m.-0:00 a.m. 

2.75 1.37 1.37 

Water heater 4:00-9:00 a.m. 

8:00 p.m.-0:00 a.m. 

6.75 3.37 3.37 

 

As mentioned earlier, the proposed consensus-based distributed algorithm does not necessarily 

guarantee that the load factor – defined as the average load divided by the peak load – is maximized. This 

can consequently lead to excessive curtailments of surplus variable renewable power generations, and in 

turn, increased cost of energy. 

To optimize the demand-side management optimization problem, formulated for the multi-agent 

MG considered, two state-of-the-art meta-heuristic optimization algorithms were used separately, namely 

the virulence optimization algorithm (VOA) and the earth-worm optimization algorithm (EWOA). 

Accordingly, Fig. 6 shows a flowchart of the overall consensus-based distributed algorithm that uses 

optimally shifted flexible loads. 

In accordance with Fig. 6, the proposed DSM algorithm, which is fully integrated into the 

consensus-based distributed algorithm and is optimized using the VOA and EWOA algorithms, is run on 

an hourly basis to maximize the load factor and flatten the overall load profile. More specifically, to 

determine the optimum dispatch of demand response flexibility resources whilst adhering to the customers’ 

comfort constraints, as well as finding the system-wide operating schedules for the dispatchable 

components, the objective function defined in Eq. (37) is minimized using the VOA and EWOA algorithms. 

The output of the optimization algorithm is the optimal dispatch of demand-side flexibility resources within 

the solution space defined by the comfort constraints of aggregated customers. Note that shiftable loads 

have been employed for the load flexibility program. Accordingly, the optimization problem shifts the loads 

to time periods that minimize the overall operating cost of the system. 

Furthermore, for the real-world implementation of the optimal load flexibility schedules, specific 

devices can be installed at the customers’ premises to monitor the consumption of end-use dispatchable 

resources and control their ON/OFF status using dedicated switches, in accordance with the signals received 

from the energy service provider.  

 

 

                  



 

Figure 6. Flowchart of the proposed consensus-based distributed algorithm for energy management. 

 

Figure 6. Flowchart of the proposed consensus-based distributed algorithm for energy management. 

The following two sub-sections provide an overview of the VOA and EWOA algorithms.  

4.1. Virulence Optimization Algorithm 

This VOA is inspired by mechanisms and functions with which viruses infect body cells, including 

virus recognition to invade body cells, reproduction (cloning) of these cells to initiate "invasion" of ready-

to-infect regions, and egress from infected regions (to avoid immune reaction) [48]. The VOA, similar to 

the vast majority of evolutionary algorithms, starts with an initial population (here, viruses and host cells). 

                  



The host cell population represents the resources available in the host environment – the region containing 

the globally optimum solution. The virus population then infiltrates the host environment and attempts to 

infect it. To this end, the viruses first reside in the formed regions, known as virus groups. The virus group 

with the highest mean fitness is then chosen as the first destination for the escape. Subsequently, the best 

viruses in each virus group are identified and cloned before the escape operation begins to spread the so-

called virulence in the host environment. This process is repeated until the majority of the virus population 

is gathered in the region with the most resources, or in optimization terms, until reaching the global best 

solution. 

It is noteworthy that when viruses live in a certain area, they typically tend to form virus groups or 

societies. Accordingly, in case of a movement to a better region, the group of viruses with the highest mean 

fitness value compared to other groups is normally chosen as the group to move. However, because the 

viruses are spread across the entire host region, it is hard to determine a priori to which group a virus 

belongs.  

Accordingly, the k-means clustering technique is used in this algorithm to group viruses into a 

number of groups. Then, the mean fitness value of each group is calculated, and the group with the highest 

mean fitness is chosen as the escape point. The area around the fittest group is most likely to include the 

globally optimum solution. To increase the exploration power of the algorithm, when evading toward the 

destination, the viruses consider a deviation factor. Fig. 7 illustrates the escape mechanism of the viruses 

toward the selected group. As shown in the figure, the viruses with high fitness values travel the distance 

of “D” toward the globally optimum point with a deviation of “A” radians. In this way, the increased 

exploration power of the viruses enables them to search a wider area within the solution space necessary 

for locating potentially neglected resource-rich regions.  

 

Figure 7. Illustrating the escape mechanism of viruses in the VOA (adapted from [48]). 

 The escape mechanism plays a key role in ensuring that the algorithm converges to a unique 

solution. It is inspired by the relevant phenomena in nature, namely the vegetation of viruses in host 

environments and the fact that they favor hosts with weaker immune responses. More specifically, the 

escape mechanism has the following two notable advantages: 

1. It permits mature viruses with greater fitness values to proliferate and infect the host 

environment. That is, it provides an effective platform for candidate viruses to search for regions 

with the highest resource density in the defined solution space. This process substantially increases 

the virulence probability of viruses within the host environment. 

2. It blocks the immune system’s ability to detect, clone, and neutralize mature viruses. 

Accordingly, when a virus is grown, reproduced, and mutated sufficiently, it can escape to a region 

with a greater possibility of survival, as well as more resources. The escape mechanism allows 

high-fitness viruses to rapidly reproduce and escape the infected area to a region before the immune 

system detects that resources are running low within a region and tries to kill the viruses living 

within the infected region. 

 

                  



The overall fitness function of the VOA for minimization subject to the constraints can be adapted 

for the demand-side management application of interest as follows:  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = ∑ ∑ E𝑚𝑖,ℎ 𝐸𝑃ℎ,

24

ℎ=1

𝑀

𝑖=1

         ⩝ ℎ ∈ {1,2,3, … … ,24}                                                                              (37)  

where 𝐸𝑃ℎ is the electricity price at time-step ℎ, while 𝑀 represents randomly initialized gene strands 

(problem solutions) with its length proportional to the number of residential electrical appliances.  

At each iteration of evaluating the fitness function, viruses additionally undergo the crossover, 

mutation (drifting) and recombination (shifting) operators to increase the exploitation power of the 

algorithm [48], [49], [50], [51], [52], [53]. Moreover, when two viruses compete for the same host cell, 

their genetic information is exchanged [52]. Based on comprehensive numerical simulations using small-

scale test-case systems, it was decided to set the crossover rate (𝑃𝑐) equal to 0.9. Accordingly, the mutation 

rate can be calculated as follows [52]: 

𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 (𝑃𝑚) =
1 − 𝑃𝑐

10
.                                                                                                                            (38) 

4.2. Earth-Worm Optimization Algorithm 

The EWOA is a new meta-heuristic algorithm, which is inspired by the living mechanisms of 

earthworms in nature [54]. The earthworms have two reproduction stages. Reproduction 1 produces only 

one offspring, whereas Reproduction 2 produces multiple offspring individuals at the same time. 

Accordingly, in the EWOA, multiple crossover operators are employed, with the overall value selected 

using the Cauchy Mutation operator. An abstract representation of an earthworm's natural behavior is shown 

in Fig. 8 [55]. 

 

Figure 8. Natural behavior of an earthworm (adapted from [55]). 

 

In this study, the EWOA is developed using two natural earthworm breeding stages. The final 

earthworm is a weighted sum of the two offspring types, with the Cauchy Mutation operator used to select 

the overall value [56]: 

𝑊𝑗 =
∑ 𝑥𝑖,𝑗

𝑁𝑝𝑜𝑝

𝑖=1

𝑁𝑝𝑜𝑝
,                                                                                                                                                         (39) 

where 𝑊𝑗 represents the weight vector associated with the j-th element of population 𝑖, and 𝑁𝑝𝑜𝑝 is the 

population size. 

Accordingly, the j-th earthworm’s position can be found as: 

𝑥𝑖,𝑗
𝑡+1 = 𝑥𝑖,𝑗

𝑡 + 𝐶𝑊𝑗,                                                                                                                                                     (40) 

                  



where 𝐶 denotes a random number returned from a Cauchy distribution with a scale parameter of 1. 

The two reproduction types, modeled in this paper, are as follows [57]: 

 

 Reproduction 1 

Given the fact that earthworms are hermaphrodites, only a single earthworm can reproduce at a 

given time. The following equation models the offspring individuals produced by Reproduction 1: 

𝑥𝑔1,𝑖 = 𝑥𝑚𝑎𝑥,𝑖 + 𝑥𝑚𝑖𝑛,𝑖 − 𝛼𝑥𝑔,𝑖,                                                                                                                              (41) 

where 𝑥𝑔,𝑖 represents the i-th element of the position of earthworm 𝑔, 𝑥𝑔1,𝑖 denotes the i-th element of the 

newly spawned offspring earthworm 𝑔1, 𝑥𝑚𝑎𝑥 and 𝑥𝑚𝑖𝑛 are the upper and lower limits of the earthworm's 

position, respectively, and α represents a similarity factor between 0 and 1, which indicates the distance 

between the earthworm and its newly reproduced counterpart. 

 Reproduction 2 

Some earthworms have more than one offspring. This is modeled as Reproduction 2, which is a 

unique way for earthworms to reproduce. Specifically, the following equation yields the two offspring types 

utilized in the EWOA: 

𝑥12,𝑖 = 𝑃1,𝑖;  𝑥22,𝑖 = 𝑃2,𝑖,                            𝑖𝑓 𝑟𝑎𝑛𝑑 >  0.5                                                                                  (42) 

𝑥12,𝑖 = 𝑃2,𝑖;  𝑥22,𝑖 = 𝑃1,𝑖,                               𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                               

where 𝑥12,𝑖 and 𝑥22,𝑖 denote the i-th component of the two offspring types generated, with 𝑃1,𝑖 and 

𝑃2,𝑖 denoting the i-th elements of the two parents chosen for the uniform crossover operation.  

Earthworms produced as part of Reproduction 2 can be classified using the following equation: 

𝑥𝑔2 = {
𝑥12,                                                    𝑖𝑓 𝑟𝑎𝑛𝑑 < 0.5
𝑥22,                                                    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      

                                                                                   (43)                                                                                               

The earthworm produced as part of Reproduction 2 is then determined by the weighted sum of the 

two offspring earthworms as follows: 

𝑥𝑔2 = 𝑤1𝑥12 + 𝑤2𝑥22,                                                                                                                                              (44) 

where 𝑤1 and 𝑤2 are specific weight factors. 

Finally, the earthworm's final position in the next generation is determined by the following 

equation: 

𝑥𝑔
𝑡+1 = 𝛽𝑥𝑔1 + (1 − 𝛽)𝑥𝑔2,                                                                                                                                     (45) 

where 𝛽 is a specific proportional factor used to adjust the proportions of 𝑥𝑔1 and 𝑥𝑔2, necessary for 

maintaining an adequate balance between the global and local search power. 

5. Results and Discussion 

This section presents the numeric results from the simulation of the proposed method for the test-

case of interest in MATLAB. To verify the robustness of the model to variations in input parameters for 

the representative day, three scenarios were defined, namely: 

A. Scenario 1: Baseline scenario without the consideration of responsive loads 

B. Scenario 2: Consensus-based distributed energy management without responsive loads 

C. Scenario 3: Consensus-based distributed energy management with the optimally scheduled 

responsive loads 

5.1. Baseline Scenario without the Consideration of Responsive Loads 

                  



In this scenario, the simulation results without the consensus-based distributed algorithm and multi-

agent system-based demand-side management are presented and discussed for the representative day. Fig. 

9 summarizes the obtained results including the substantial supply-demand mismatches necessitating the 

significantly curtailed excess renewable power generation. Specifically, the positive power in Fig. 9 (b) 

shows the surplus power, whereas the negative power represents the renewable power deficit.  

 

                                           (a)                                                                                  (b) 

Figure 9. Baseline scenario results: (a) supply and demand power profiles, and (b) power mismatch profile. 

 

5.2. Consensus-Based Distributed Energy Management without Responsive Loads 

This section presents the results of a scenario where the proposed consensus-based distributed 

energy management algorithm is used for the dispatch of the system of interest without scheduling the 

demand response capacity resources – using the proposed meta-heuristic-based scheduling algorithm. Fig. 

10 (a) depicts the convergence curve of the consensus-based distributed energy management algorithm for 

each hour of the representative day. Note that the proposed algorithm is run on an hourly basis, and 

accordingly, a separate convergence curve is produced for each hour of the representative day. Also, Fig. 

10 (b) depicts the supply-demand power mismatch at each hour. Furthermore, Fig. 11 shows the 

convergence process of the associated overall power bill for loads of interest.  

 

                                           (a)                                                                                 (b) 

                  



Figure 10. Hourly profiles for: (a) the iterations of the power mismatch calculation process, and (b) the 

calculated supply-demand power mismatch using the consensus-based distributed algorithm. 

 

Figure 11. Overall power bill for loads of interest. 

 

Additionally, Fig. 12 (a) depicts the difference between the surplus power and power deficit. As 

the figure shows, most of the hours of the day are associated with surplus power. The figure is also revealing 

in terms of significantly lower mismatches between generation and demand compared to Scenario 1. This 

verifies the effectiveness of the proposed consensus-based distributed algorithm in minimizing the 

mismatches in the presence of network packet losses. Moreover, Fig. 12 (b) shows the convergence curve 

of the proposed iterative method for the representative day, which indicates that there still exists a 

considerable mismatch between the overall generation and demand.  

 

                                           (a)                                                                                   (b) 

Figure 12. Profiles for: (a) the hourly power mismatches, and (b) the daily convergence curve of the 

consensus-based distributed energy management scenario. 

5.3. Consensus-Based Distributed Energy Management with the Optimally Scheduled Responsive 

Loads 

Figs. 13-15 summarize the results of using the proposed consensus-based distributed energy 

management algorithm with the optimally scheduled responsive loads. As Fig. 13 shows, the optimal 

scheduling of responsive loads based on the proposed meta-heuristic-based algorithm considerably flattens 

the load curve compared to the scenario without using the flexibility potential of end-users. It can also be 

                  



observed that both the VOA and the EWOA significantly smoothen out the load profile, albeit the impact 

of the EWOA is slightly more pronounced overall. This indicates that applying the proposed demand-side 

flexibility management algorithm has the potential to significantly reduce the electricity bill. 

 

Figure 13. Energy consumption profile for the representative day considering demand response. 

 

The convergence curve of the process used for the estimation of the power mismatch using the 

VOA is depicted in Fig. 14 (a) for all the network nodes. Also, as Fig. 14 (b) shows, any packet loss-driven 

supply-demand power mismatch has been eliminated. The node-specific convergence curve and the overall 

electricity bill produced by adopting the proposed consensus-based distributed algorithm and the VOA-

optimized demand-side management are depicted in Fig. 14 (c) and Fig. 14 (d), respectively. As Fig. 14 (d) 

shows, the overall power bill cost is reduced from $19.70 to $13.78, a significant 30% reduction. 

Fig. 14 (e) shows the profile for surplus power and power deficit for the hours of the representative 

day, while Fig. 14 (f) shows the associated convergence curve of the demand-side management algorithm. 
As Fig. 14 (f) indicates, the fitness value has converged to 0 due to the elimination of any packet loss-driven 

supply-demand power mismatches. 
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Figure 14. Profiles for: (a) node-specific power imbalance estimation convergence curves, (b) supply-

demand power mismatches, (c) node-specific power bill estimation convergence curves, (d) the overall 

power bill convergence curve, (e) hourly power mismatches, and (f) the convergence curve of the 

demand-side management algorithm for the consensus-based distributed energy management based on the 

VOA-optimized responsive loads. 

5.3.1. Comparison of meta-heuristics 

To show the robustness of the proposed method and measure the effectiveness of the VOA in 

nearing the globally optimum results, the performance of the VOA is compared with the EWOA, as well 

as a number of well-established meta-heuristics. Fig. 15 shows the simulation results for the consensus-

based distributed energy management with the optimally scheduled responsive loads scenario, where the 

EWOA is used instead of the VOA. As the results indicate, the overall power bill is reduced to $12.05 from 

the $13.78 yielded by the VOA – a further 12.5% reduction.  

Other algorithms, such as the genetic algorithm (GA), binary particle swarm optimization (BPSO), 

and cuckoo search (CS) have also been embedded within the overall framework, and have been found to 

reduce the electricity bill to $15.51, $14.47, and $16.67 respectively, compared to the base-case scenario. 

Accordingly, the overall power bill savings are as follows for the tested meta-heuristics: VOA = 30%, 

EWOA = 38.8%, GA = 21%, BPSO = 26.54%, and CS = 14.8%. This shows the significant potential of 

newly introduced meta-heuristics, particularly the VOA and the EWOA, in finding the globally optimum 

                  



results for the demand response-addressable energy management problem in the presence of network packet 

losses.  
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Figure 15. Profiles for: (a) node-specific power imbalance estimation convergence curves, (b) supply-

demand power mismatches, (c) node-specific power bill estimation convergence curves, (d) the overall 

power bill convergence curve, (e) hourly power mismatches, and (f) the convergence curve of the 

demand-side management algorithm for the consensus-based distributed energy management based on the 

EWOA-optimized responsive loads. 

 

6. Conclusions and Future Work  

This paper has proposed a novel demand-side management modelling framework for grid-

connected microgrids. The proposed framework uses a novel consensus-based distributed algorithm for 

effective packet loss-aware energy management, whilst optimally scheduling available demand response 

resources using state-of-the-art meta-heuristic optimization algorithms. The consensus-based distributed 

algorithm enables local communication between the neighboring load agents, thereby improving the 

accuracy of the characterization of network packet losses. Also, the recently introduced virulence 

optimization algorithm (VOA) and earthworm optimization algorithm (EWOA) are separately employed to 

solve the formulated demand-side management problem, which effectively shifts the energy consumption 

from peak to off-peak hours. The application of the proposed method to a hypothetical test-case system for 

a representative day has verified its effectiveness in nearing the globally optimum results for the demand 

response-addressable, packet loss-aware microgrid operational scheduling problem. More specifically, the 

proposed method’s utility in reducing the mismatch between total generation and demand, and in turn, the 

overall power bill, has been demonstrated.  

To validate the robustness of the proposed method, as well as to show the importance of using 

newly introduced meta-heuristics in microgrid scheduling applications, the results are compared with those 

obtained from the application of the model counterparts that use well-established meta-heuristics in the 

literature, namely the genetic algorithm (GA), the binary particle swarm optimization (BPSO), and the 

cuckoo search (CS) techniques. Accordingly, the following rank order has been found for the evaluated 

algorithms: the EWOA > the VOA > the BPSO > the GA > the CS. In terms of the impact on power bills, 

this equates to the following savings generated by each algorithm compared to the base-case scenario: 

EWOA = 38.8%, VOA = 30%, BPSO = 26.54%, GA = 21%, and CS = 14.8%. Additionally, a 

comprehensive comparison of several scenarios has further verified the validity of the results and the 

effectiveness of the proposed method for the microgrid scheduling problem in the presence of demand 

response and network packet losses. In conclusion, the results from this paper have provided new layers of 

insight and understanding into the importance of characterizing the network packet losses, unlocking the 

flexibility potential of end-users, and using state-of-the-art meta-heuristics for the “truly” optimal operation 

of grid-connected microgrids  

Future work could seek to quantify various sources of uncertainty associated with the optimal 

micro-grid dispatching problem, including the forecasts of solar irradiance, ambient temperature, wind 

speed, power demand, and wholesale electricity prices. Another way of minimizing the so-called 

simulation-to-reality gaps could be to characterize the strategic interactions between various players in the 

system using game-theoretic methods. On a broader level, future work could seek to integrate the proposed 

optimal dispatch problem into the standard meta-heuristic-based optimal planning problem to formulate an 

integrated design and dispatch problem. 

 

Appendix 

This section provides the pseudo-codes of the virulence optimization algorithm (VOA) and the earth-worm 

optimization algorithm (EWOA), employed in the proposed method for the optimization of the demand 

response schedules. 
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Algorithm 1 Appliance Scheduling Algorithm Based on the VOA 

Require: popsize, maxgen, tbits, No. of clone, Pc, Pm 

   1: Generate initial population 

   2: initgeneration (popsize, tbits) 

   3: for h = 1 to 24 do 

   4:     Evaluate the population and record current Fittest gene strand 

   5:     [best] = Evaluatefitnessfunction (cost, popnew, popsize) 

   6:     if bestmi == 1 then 

   7:          LOTmi = LOTmi – 1 

   8:     end if 

   9:     Search for gene strand optimal position in the entire search space 

  10:    for t = 1 to m do 

  11:        h = findminimumcost (best, f(best), t) 

  12:        Shift to that hour the current best gene strand 

  13:    end for 

  14:    if Ecost(h) < Emax  then 

  15:       if  ETot,RES  >  loadh  then 

  16:           Switch the load to RES storage system 

  17:       else 

  18:           Consume the grid energy 

  19:       end if 

  20:   end if 

  21:   Generate new population 

  22:   for j = 1 to popsize do 

  23:        Select crossover pair 

  24:        Select (a, b) 

  25:        if pc > rand then 

  26:             crossover (a, b) 

  27:        end if 

  28:        if pm > rand then 

  29:            mutation (c, insite) 

  30:        end if 

  31:        New population generated, generate clones 

  32:        popnew (popsize, tbits) 

  33:   end for 

  34:   Validate – constraints (popnew) 

  35: end for 

 

 

 

 

 

 

 

 

 

 

 

 

                  



Algorithm 2 The EWOA 

   1: Procedure START 

   2: Initialization: Generates counter of t = 1; Set P as the population of NP  

       individual earthworms, which are randomly distributed in the search space;  

       numbers of kept earthworms are set as nKEW, maximum generation MaxGn,    

       as similarity factor, proportional aspect  

   3: Evaluation of Fitness: Each earthworm is evaluated individually according to its  

       position 

   4: while till best solution is not achieved or t < MaxGen 

   5:   All the earthworms in the population are then sorted according to their fitness  

         values     

   6:    for i = 1 to NP (all earthworms) do 

   7:        Generate offspring xg1,i through Reproduction 1 

   8:        Generate offspring through Reproduction 2 

   9:        Do crossover 

   10:      if  i < nKEW  then 

   11:         Set the number of particular parents (N) and the procured offsprings (M);  

                 Select N parents using the roulette wheel selection method; Generate M  

                 offsprings; Calculate xg2,I according to M offsprings generated 

   12:     else 

   13:         Randomly generate an individual earthworm as xg2,i  

   14:     end if 

   15:     Update the location of earthworm i  

   16:     for j = nKEW 1 to NP (earthworm individuals non-kept) 

   17:         do Cauchy mutation     

   18:     end for  

   19:     Calculate the population according to the newly restructured positions 

   20:      t = t + 1 

   21: end while 

   22: Best solution is extracted 

   23: end 
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