
, 2021203-921 .)2(Vol. 39                                                                       Basrah Journal of Science 

291 
 

                     This article is an open access article distributed under 

the terms and conditions of the Creative Commons Attribution-

NonCommercial 4.0 International (CC BY-NC 4.0 license) 

).nc/4.0/-http://creativecommons.org/licenses/by( 

 

A Penalized Likelihood Estimator for Variance Components in Repeated 

Measurements Model 

                                           

Department of Mathematics, College of Education for Pure Sciences, University of Basrah, 

Basrah, Iraq 

*Corresponding author, E-mail: abdulhussein.saber@uobasrah.edu.iq  

 

Doi:10.29072/basjs.202122 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Abstract 

    In this paper, we consider the repeated measurement model. We estimate the 

parameters of the model by using the maximum likelihood method and compared 

these estimators with the penalized likelihood estimators by using mean square error. 

We also determine the corresponding moments of each estimators. Finally, we find 

bias equations and variance for each estimator.  
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1. Introduction 

 
       Repeated measurements analysis is widely used in many fields, for example, the health and 

life sciences, epidemiology, biomedical, agricultural, industrial, psychological, and education 

and so on [1, 2]. Repeated measurements is a term used to describe data in which the response 

variable for each experimental unit is observed on multiple occasions and possibly under 

different experimental conditions  [2]. Repeated measures designs involving two or more 

independent groups are among the most common experimental designs in a variety of research 

settings. Various statistical procedures have been suggested for analyzing data from split-plot 

designs when parametric model assumptions are violated [3]. Maximum Likelihood is a useful 

way to estimate the variance parameters[4]. Penalized Likelihood estimation has been used to 

obtain more stable estimates in item response theory [4]. Al-Mouel and Mustafa [5] studied the 

lawley-Hotelling test in one-way  multivariate repeated measurements model. Al-Mouel and 

Swadi [6] studied the Bayesian estimators of the one-way repeated measurements model. Al-

Mouel and Al-Shmailawi [7] studied the modified maximum likelihood estimators for one-way 

repeated measurements model. Al-Mouel and Al-Shmailawi [8] studied the sufficiency and 

completeness of the one-way repeated measurements model. Al-Mouel and Al-Isawi [9] 

computed the quadratic unbiased estimator, which has minimum variance (best quadratic 

unbiased estimate) by using analysis of variance (ANOVA) method of estimating the variance 

components. Kursawe and et al [10] revealed the importance of repeated measurements for 

parameterizing cell-based models of growing tissues. Al-Isawi [11] proposed a new approach to 

determine the matrices for minimum variance quadratic unbiased estimators of variance 

components and minimum norm quadratic unbiased estimators of variance components for the 

repeated measurements model. Mcfarquhar [12] studied the group level repeated measurements 

of neuroimaging data using the univariate general linear model. Al-Mouel and Afnan [13] 

studied the Bayesian approach on one-way repeated measurements model. The objective of this 

paper is to estimate the variance components of the model by using maximum likelihood 

method, we use the mean square error to compare the maximum likelihood estimator with the 

penalized likelihood estimators. We also determine the corresponding moments for each 

estimator. We find bias equations and variance for each estimator.  
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2.  Setting up the Model  
    We considered the repeated measurement model as follows  

               ( )    ( )  (  )                       (1) 

        is an index for experimental unit, 

        is an index for levels of between unit factor, 

        is an index for levels of within-unit factor, 

     is the response measurement at within unit factor   for unit   within between-unit factor  , 

   is the added effect for treatment between-unit, factor  , 

   is the added effect for within-units factor  , 

  ( ) is the random effect due to the experimental unit   within treatment between-units factor  , 

  ( ) is the random effect due to the experimental unit   within-units factor  , 

(  )   is the added effect for between-unit, factor    within-unit factor   interaction, and  

     is the random error on within-unit factor   for unit   within between-unit factor   . 

For the parametrization to be of full rank we impose the following set of conditions   
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3.  Maximum likelihood estimators 

    To estimate the parameters   
    

        
 , we use the maximum likelihood method which 

aim to make the likelihood function at the maximum values.  

      ( )  The maximum likelihood estimators of variance components are 
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)              (9) 

Proof. The maximum likelihood estimators of   
    

        
 , can be developed by starting from 

the distribution of the sufficient statistics  ̅                           ( ). By applying the 

factorization theorem of sufficient statistics and lemma(1), then the quantities 

 ̅                           ( ) are constitute a sufficient statistics of     
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Where    (   )(   )(   )    (   )    (   )      (   )(   )  and 

  ( )  (   )(     )  

The log-likelihood function is given by 
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Equating to zero the partial derivatives of   ( ) with respect to   
   (   

    
 )  and  (   

  

  
 ), we obtain  
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        ( ) The maximum likelihood estimators have the following bias equations, 

respectively,  
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       ( ) The maximum likelihood estimators have the following variance, respectively,  
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Proof. From lemma 1 (Equs. 20, 21, 22, and 23) 
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4.  Maximum Penalized likelihood estimators 

In this section, we specify a penalty for   
    

   and   
   the penalized log-likelihood function is 

given by 

  (  )    ( )     (  
    

    
 )               (  ) 

Where the first term of the right-hand side is the log-likelihood and    (  
    

    
 ) is an 

additive penalty term. We find the maximum penalized likelihood estimators by maximizing 
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(33). The exponential of the penalty term can be regard as a Bayesian prior density for   
    

   

and   
   

      ( )  The maximum penalized likelihood estimators of variance components are 

  ̂ 
  

         

         
,  ̂ 

  
 

 
(
   

    
 
         

         
), and  ̂ 

  
 

 
(
   

    
 
         

         
)      (34) 

Proof. The penalized log-likelihood function is  
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Where the additive penalty is defined as the log-likelihood for the Bayesian prior density. we 

consider the prior distribution for     
    

        
  as follows  
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and  ̂ 
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       ( ) The maximum penalized likelihood estimators have the following bias equations, 

respectively,  
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       ( ) The maximum penalized likelihood estimators have the following variance, 

respectively,  
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Proof. From lemma 1 (Equs. 20, 21, 22, and 23) 
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5. Difference between maximum likelihood method and maximum penalized 

likelihood method  

           The following theorem used to show the relationship between the estimators of variance 

components and compare these estimators by using mean square error.  

       ( )  Uniformly in the parameters 
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Proof. 
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Conclusions  

For the repeated measurements model, we conclude the following:  

1- The maximum likelihood estimators are unbiased. 

2- The mean square error is used to show the relationship between the estimators of variance 

components, such that 
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 هقدر الاحتواليت الوعاقب لوركباث التبايي في ًووذج القياساث الوتكررة

 عبد الحسيي صبر الوويل          فاطوت حويد الكٌعاى 

 

 البصرة، العراق قسن الرياضياث، كليت التربيت للعلوم الصرفت، جاهعت البصرة،

  

  

  الوستخلص

  

و طشيقت الاحتمال انقصوى،  انمتكشسة، قمنا بتقذيش معهماث اننمورج باستخذاو في هزا انبحث، قمنا باعتماد نمورج انقياساث     

انعزوو انمقابهت نكم مقذس. و  . كما حذدنامتوسط انخطأ انمشبع باستخذاو انمقذساث مع مقذساث الاحتمال انمعاقبت قمنا بمقاسنت هزه

 .اخيشا، وجذنا معادلاث انتحيز و انتباين نكم مقذس
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