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Abstract. In the wake of the outbreak of the new coronavirus, the countries in the world have 

fought to combat the spread of infection and imposed preventive measures to compel the 

population to social distancing, which led to a global crisis. Important strategies must be studied 

and identified to prevent and control the spread of coronavirus COVID-19 disease 2019. In this 

paper, the effect of preventive strategies on COVID-19 spread was studied, a model based on 

supervised data mining algorithms was presented and the best algorithm was suggested on the basis 

of accuracy. In this model, three classifiers (Naive Bayes, Multilayer Perceptron and J48) depended 

on the questionnaires filled out by Basra City respondents. The questionnaires consisted of 25 

questions that covered fields most related to and that affect the prevention of COVID-19 spread, 

including demographic, psychological, health management, cognitive, awareness and preventive 

factors. A total of 1017 respondents were collected. This model was developed using Weka 3.8 

tool. Results showed that quarantine played an important role in controlling the spread of the 

disease. By comparing the accuracy of the algorithms used, the best algorithm was found to be J48. 

 
Key words: Supervised Data Mining, COVID-19, Predictions, Accuracy, NB, MLP, J48. 

1. Introduction 
A new type of coronavirus has been discovered recently after it has been identified as the cause of the 

spread of one of the diseases that started in China from December 2019. The resulting disease is called 

coronavirus 2019 (COVID-19). In March 2020, the World Health Organization declared COVID-19 as a 

pandemic [1]. Evidence that men are more likely to die from COVID-19 than women is growing. People 

who suffer from aging diseases, weak immunity and lung-related diseases are the most affected [2]. The 

signs and symptoms of the disease may appear 2–14 days after exposure and may include the following: 

fever, coughing, shortness of breath, runny nose, headache, diarrhoea, vomiting and loss of sense of smell 

and taste. For protection from this epidemic, people must avoid contact with others and surfaces; avoid 

touching eyes, nose or mouth; wash hands frequently with soap and water; and maintain social distancing 

by 1–3 m [3]. The two important stages of COVID-19 are stages 2 and 3. Stage 2 involves infection from 

one person to another, whilst stage 3 involves infection from society. In accordance with COVID-19 stages, 
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the action plan could be determined by different countries. In Basra, the first case of COVID-19 was 

documented on 24 February 2020, originating from Najaf-Iraq. After 3 months, this disease spread in 

almost all areas of the city. A total of 22,926 cases have been recorded thus far. Among them, 16,817 

recovered and 630 died. In this research, the following questions were answered: first, what are the most 

important factors that reduce the spread of COVID-19? Second, among the supervised data mining 

(DM) algorithms used, which could best predict the prevention of the spread of the disease? These 

questions were answered using DM techniques. 

 
2. DM Technique 

DM is a computational process applied in many areas; it aims to obtain useful and hidden predictive 

knowledge. DM techniques are used to construct a model where new information could be identified by 

unknown information [4]. One popular feature of all DM techniques is automated learning that recognises 

new patterns in the observed datasets [5]. DM specialists have devoted their careers to enhance the 

understanding on how to process and draw conclusions from huge quantities of knowledge depending on 

the techniques from the intersection of database management, machine learning and statistics. Thus, they 

divided the algorithms into two simple groups: supervised and unsupervised algorithms [6] [7]. Supervised 

DM is used to build models by using training data with a familiar class to which the data belong. The 

training data are composed of a series of training examples. Each example is a pair consisting of a vector of 

attribute value and a desired output class. A supervised learning algorithm analyses the training data and 

generates a feature inferred, which could be used to map new examples. This algorithm allows to  

determine the classes labels correctly for unseen instances. Classification methods belong to this group. The 

most popular classification methods are decision trees, classification rules, Bayesian networks and neural 

networks [8] [9]. The role of unsupervised learning is more complex than that of supervised learning 

because its only aims at searching the data for interesting connections and attempts to group elements by 

postulating class descriptions for sufficient numbers of classes to cover all objects in the database [10]. 

These tasks range from the identification of potentially useful regularities among the data couched in the 

language of description given to the discovery of concepts by conceptual clustering and constructive 

inference and further discovery of empirical laws relating to concepts developed by the method. Clustering 

and association rule methods belong to this group [8] [11]. Several different classifier models are available 

in the literature and determining the best method is not possible as they vary from each other in several 

aspects, such as learning rate, amount of training data, speed of classification and accuracy. In this paper, 

the effect of three algorithms, namely, Naive Bayes (NB), Multilayer Perceptron (MLP) and J48, on data 

analysis was discussed. These three classifier algorithms were used to predict the final class (prevention of 

COVID-19 spread) that some new unlabelled attributes belong to. The selected algorithms were also used 

to find the most convenient method to predict the final class. 

 

2.1 Naive Bayes  
NB algorithm is one of the most popular machine learning methods, specifically data analysis and 

classification. This method relies on the statistical concept of Bayes’ theorem, which calculates the 

probability of a specific result by using available information [12]. This classifier is called naive because it 

relies on the principle of independence assumptions, that is, the relationship among all attributes and 

features is considered independent of one another [13]. The NB classifier model is characterised by the ease 

of construction and development and the ability to process large data, outperforming a number of 

sophisticated and sophisticated algorithms. The model is trained with the data and its available properties in 

databases, determines the type of new records and then classifies them on the basis of data and statistics 

previously available [14]. It is used in many systems, such as for identifying harmful messages; classifying 

documents, such as in news sites, to anticipate the type of document (e.g. politics, sports and technology); 
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recognising the views and feelings in the text content (negative, positive or optimistic) and in face 

recognition in pictures [15]. 

 

2.2 Multilayer Perceptron  
MLP algorithm is one of the most popular neural networks algorithms. It consists of a perceptron, an 

input layer for receiving the signal, an output layer for making a decision or prediction about the data and 

an infinite number of hidden layers, which are MLP’s true computational engine between the two layers 

[16]. MLP is also applied to supervised machine learning problems; they train on a collection of pairs of 

input–output and learn to model the correlation between those pairs. Network training requires adjusting 

the model’s parameters (weights) to reduce error [17] [18]. This network could also be used for 

unsupervised machine learning by using auto-associative structure, where similar values are set for the 

network inputs and outputs. This method is intensive in computational terms. For any fair representation, 

the MLP network must have at least three hidden layers, thus requiring a long time [19] [20]. 

 

2.3 J48  
J48 algorithm is an extension of ID3 algorithm. It was developed by Ross Quinlan in 1993 to generate a 

tree-like hierarchy and construct classification trees that represent a flowchart structure, in which the non-

terminal nodes indicate the attribute tests and the terminal nodes represent the decision outcomes [21] [22]. 

This classifier is one of the most widely used machine learning language processing domains. The main 

advantages of this algorithm are easy construction of graphical classification and low-cost formal 

generation. However, this algorithm does not generate multiple redundant attributes and modules and it is 

quite susceptible to noise in the data [23]. 

 

3. Model 
 
3.1 Data Discerption 
Quantitative method relies on the use of questionnaire survey. In this work, questionnaires were built on 

Google Docs to collect data online. These questionnaires were used to collect data of the real direction and 

challenges of the respondents in Basra City on the basis of on their different experiences, allowing for 

collection of more accurate coded data. The research data, a total of 1017 samples, were collected in March 

of 2020. The six main parts of the questionnaire were demographic, psychological, health management, 

cognitive, awareness and preventive factors. Table 1 shows the questionnaire parts, question number and 

question description and the respondents’ answers. These answers were shortened and converted from 

nominal to numeric type for ease of use and understanding. The answers were classified on the basis of 

Likert scale as follows: 1 for strongly agree, 2 for agree, 3 for not applicable, 4 for disagree and 5 strongly 

disagree. The initial step in data pre-processing involved preparing the data and converting them for 

evaluation and processing using MS Excel. In the second step, the collected responses were converted 

carefully using Weka 3.8 tool. 
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Table 1. Questionnaire Description 

Part No. Distribution Rank  

Demographic Data Q1 Gender Male  

Female  

Q2 Age (years) 15–24  

25–34  

35–44  

45–54  

> 54  

Q3 Job Healthcare field  

Engineering field  

Teaching field  

Student  

Earner  

Unemployed  

Q4 Address City centre  

City outskirts  

Q5 Level of Education Ph. D.  

MS. C.  

BS. C.  

Diploma  

Secondary  

Middle  

Primary  

Psychological 

Factors 

Q6 Social media is the most influencing factor of my psychological state. 1, 2, 3, 4, 5  

Q7 I suffer from nervous tension and anxiety during this period. 

 

1, 2, 3, 4, 5  

Q8 I consider storing goods and food items a necessity in this period. 1, 2, 3, 4, 5  

Q9 Seeking help from psychologists is necessary during this period. 1, 2, 3, 4, 5  

Health Management 

Factors 

Q10 Basra is one of the healthiest cities to fight COVID-19. 1, 2, 3, 4, 5  

Q11 The medical personnel from the province are ready to deal with the virus. 1, 2, 3, 4, 5  

Q12 The crisis could be overcome by connecting health institutions with international scientific 

research centres. 

1, 2, 3, 4, 5  

Q13 I support receiving medical personnel from outside Iraq, such as China. 1, 2, 3, 4, 5  

Cognitive Factors Q14 One of the most important transmission routes of infection is inhalation of the droplets 

produced when an infected person sneezes or coughs. 

1, 2, 3, 4, 5  

Q15 Contact with surfaces contaminated with droplets from an infected person is a typical way to 

catch the disease. 

1, 2, 3, 4, 5  

Q16 COVID-19 one of the most dangerous infectious viruses in recent times. 1, 2, 3, 4, 5  

Q17 Taking nonsteroidal anti-inflammatory drugs, such as Provin and Punestan, reduce the severity 

of symptoms. 

1, 2, 3, 4, 5  

Awareness Factors Q18 Staying away from markets, restaurants and gatherings is a good way to prevent the spread of 

the virus. 

1, 2, 3, 4, 5-  

Q19 I support the compulsory quarantine of all expats from abroad. 1, 2, 3, 4, 5  

Q20 I support curfews and disruption of circuits and schools and I encourage e-learning. 1, 2, 3, 4, 5  

Q21 I support isolating infected people in hospitals far from residential areas. 1, 2, 3, 4, 5  

Preventive Factors Q22 Meat and eggs should be cooked well. 1, 2, 3, 4, 5  

Q23 It is necessary to wear masks and paws when leaving the house. 1, 2, 3, 4, 5  

Q24 The immune system is strengthened by taking high doses of zinc and vitamin C. 1, 2, 3, 4, 5  

Q25 Washing hands with soap and water for at least 20 seconds and using sterilisers containing 

70% alcohol are the basic information that I know. 

1, 2, 3, 4, 5  

Total of all items 25 
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3.2 Questionnaire Reliability 
Reliability is the extent to which an instrument would produce the same results, whether the measurement 

under the same conditions was to be taken again. For example, measuring people’s height and weight is 

also extremely reliable [24]. Cronbach’s alpha is statistically one of most effective methods to measure 

internal consistency and reliability; it is used to calculate the extent to which the questions in the survey all 

measure the same underlying construct. When Cronbach’s alpha > 0.7, its internal reliability performance is 

satisfactory [25]. Table 2 shows that the Cronbach’s alpha was 0.8 for the scaled variables, which consisted 

of 21 items (parts 2–5) and 1017 respondents. 

 

Table 2. Questionnaire Reliability 

 

 

 

 

4. Results and Discussions 
A Weka software package developed at Waikato University in New Zealand was used to implement this 

study. This package is run on Java, and it stands out as perhaps the most professional and extensive 

package of machine learning algorithms [26]. Analysing the effect of attributes is necessary to obtain an 

enhanced insight into the importance of the attributes. Thus, the effect of certain attributes of the model on 

the final class was analysed in the present study. This analysis discussed the most correlated attributes 

(respondents) to the final class (prevention of COVID-19 spread) and how they may affect the final class. 

This stage revealed the average correlation of the attributes with the final class. The respondents with high 

correlation could be regarded as points of advice for interested parties in this field. Weka provides several 

filters that could be used to clean up the data before invoking a classifier. In this stage, a filter 

(CorrelationAttributeEval) was used to find the correlation between attributes and the final class. This filter 

evaluated the value of an attribute by calculating the correlation (Pearson’s) between it and the final class.  

 

Table 3. Correlation Rate of Responses 

 

Table 3 displays the correlation rate with the evaluation mode between the attributes and the final class (10-

fold cross validation) to ensure accuracy. This analysis aimed to determine the importance of each attribute 

Reliability Statistics 
Cronbach’s alpha No. of items No. of respondents % of respondents 

0.8 21 1017 100% 

Sequence Respondent Average Sequence Respond
ent 

Average 

1 Q19 0.15624 13 Q3 0.04214 

2 Q16 0.14841 14 Q6 0.03534 

3 Q24 0.13699 15 Q8 0.03149 

4 Q22 0.10039 16 Q5 0.03136 

5 Q25 0.0961 17 Q17 0.02950 

6 Q15 0.09046 18 Q14 0.01748 

7 Q20 0.08735 19 Q1 0.0159 

8 Q11 0.07532 20 Q2 0.01316 

9 Q4 0.0587 21 Q9 0.00743 

10 Q10 0.05505 22 Q7 0.00483 

11 Q23 0.04537 23 Q12 0.00414 

12 Q18 0.04358 24 Q13 0.00352 
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individually. The responses were ranked from the highest to the lowest correlation rate with the final class. 

Those with the highest correlation rates represent the value most correlated with the final class. The results 

showed that Q19 affected the final class the most, followed by Q16, Q24, Q22 and Q25, whereas Q9, Q7, 

Q12 and Q13 had the smallest output effect. Some experiments were also conducted to evaluate the 

performance and usefulness of the different classification models of the prevention of COVID-19 spread. 

The results are summarized in Tables 4–6. 

Table 4. Predictive Results of Classifier Models 

Evaluation Criteria Classifier Models 

NB MLP J48 
Timing to Build Model (in seconds) 0.05 25.49 0.05 

Correctly Classified Instances 906 934 953 

Incorrectly Classified Instances 110 82 64 

Prediction Accuracy 89.17% 91.92% 93.79% 

Table 5. Comparison of Performance 

Evaluation Criteria Classifier Models 

NB MLP J48 
Kappa Statistics  0.2017 0.1542 0.1368 

Mean Absolute Error 0.122 0.0835 0.099 

Root Mean Squared Error 0.2975 0.2676 0.2412 

Relative Absolute Error 114.27% 78.23% 92.73% 

Root Relative Squared Error 192.29% 116.26% 104.80% 

Table 6. Comparison of Evaluation Measures  

Classifier Model TP FP Precision Recall 

NB 0.925 0.667 0.959 0.925 

MLP 0.964 0.825 0.952 0.175 

J48 0.987 0.895 0.0.949 0.987 

The performance of the three models was measured on the basis of three criteria: prediction accuracy, 

building time and error average, as shown in Figures 1–3, respectively. 

 

Figure 1.  Prediction Accuracy 

Figure 1 illustrates the classifier models used in the experiment; the accuracy average of NB algorithm was 

the lowest. 
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Figure 2.  Building Time of Classifier Models 

Figure 2 illustrates the building time of the three models under consideration. Amongst them, the MLP 

classifier took the longest time to build a model, whereas the NB and J48 classifiers learned to construct a 

model quickly for the given data. Figure 3 displays the correctly and incorrectly classified instances. 

 

Figure 3.  Error average 

The performance of machine learning techniques is highly dependent upon the quality of the training data. 

Confusion matrices are extremely useful for evaluating the classifier models. A confusion matrix is a table 

used to define a classification model's output on a collection of training data for which the true values are 

known.  In table 7 there are two possible predicted classes: "A" and "B".  "A = yes" would mean they 

predicating the prevention of COVID-19 spread, and "B = no" would mean they do not . For example, The 

classifier made a total of 1017 predictions . Out of those 1017 cases, the classifier "NB" predicted "A" 981 

times, and "B" 36 times. In reality, 998 respondents in the sample have the prevention, and 19 respondents 

do not. Briefly, the columns in table7 represent the predictions, whilst the rows indicate the final class. 

. 
Table 7. Confusion Matrices 

Classifier Model A B  
NB 969 29 A 

12 7 B 

MLP 992 6 A 

14 5 B 

J48 983 15 A 

10 9 B 

In general, the experiments proved that cross validation was statistically good in the classifier performance. 

Good results lead to large numbers and small down the main diagonal, perfectly zero off-diagonal 

elements. As shown in Table 7, the classifier algorithms (MLP, NB and J48) demonstrated good results, 

indicating that DM methods could effectively help in the prevention of COVID-19 spread. 
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Figure 4 demonstrates the tree of the J48 classifier algorithm, which was the best method to show 

the most connected questions to the final class. Each node represent a question and its branches 

are drawn in accordance with the answers. 

 

Figure 4. J48 Classifier Algorithm 

 

 

5. Conclusion 
In this paper, the problem of COVID-19 spread in Basra City was studied by applying three supervised 

DM algorithms to predict the prevention of COVID-19 spread. The performance of the learning methods 

was evaluated on the basis of their prediction accuracy. The results indicated that the J48 classifier 

outperformed the NB and MLP methods. A good classifier model must be accurate and comprehensible. 

This study was based on the questionnaires filled out by respondents from Basra City and the DM 

techniques were applied after the data were collected. This method could help medical departments by 

limiting the spread of the disease and reducing infection by taking necessary precautions in a timely manner 

and improve the quality of health institutions. For future works, the experiment could be expanded with 

more special attributes to obtain more accurate results. Many specific technologies could also be used when 

using different factors. 
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