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Pattern recognition is attracting the interest of researchers in the recently few years as a machine 

learning approaches due to its vast extending application areas. he application area includes 

communications, medicine, automations, data mining, military intelligence, document classification, 

bioinformatics, speech recognition and business. In this research convolutional neural networks (CNN) 

using for building system to recognize diseases that are happened in citrus. In this study presented 

dataset for seven classes of citrus diseases which contains 2450 images such as anthracnose, brown 

rot, citrus black spot, citrus canker, citrus scob, melanose and sooty mold citrus. The proposed system 

recognizes learned via CNN. The experimental result shows our model has ability to recognize citrus 

diseases with high and robustness accuracy. The study presented here gives 88% recognition of citrus 

diseases for the entire database. 

 

Povzetek: Konvolucijske nevronske mreže so uporabljene za detekcijo oz. klasifikacijo bolezni citrusov. 

 

      

1    Introduction 
 The citrus is the widest production of fruit in all the 

world. Because of the harm by different of diseases, so 

the citrus production is retrenched and the quality is 

becoming worst. The detection and recognition diseases 

of the citrus are very significant. In the present the major 

measures in order to control and citrus disease is taken by 

strewing pesticides, that is doing spoil for the soil highly 

therefore, that is not perfect for the environment [1]. 

 The citrus diseases, out of optical observation 

regarding signs on the plant's leaves, have a great degree 

of complexity. Due to such complexities, as well as the 

large numbers of the plowed plants and their 

present disease issues, even the most experienced and 

well-trained plant agronomists and 

pathologists frequently fail to succeed in curing certain 

diseases, leading to flawed treatments and inferences [2]. 

In addition, the technologies of image detection and 

identification can detect what type of citrus diseases they 

have with minimum cost and maximum efficiency.  

 The presence of an automated intelligent system for 

recognition and diagnose citrus diseases, would 

presentation a beneficial relief to the "agronomist" who is 

required from him/her implement such diagnoses out of 

optical monitoring of leaves of infected plant and citrus 

fruit. Plant diseases, like citrus diseases, may be 

identified in various approaches. A few diseases don’t 

have obvious signs, or they only manifest after it’s too 

late for any interference [3]. 

Currently, disease image recognition research is centered 

on deep learning (DL), particularly the CNN model. DL 

and Convolutional Neural Networks (CNN) are two 

disciplines of NN computing that have recently gained 

popularity. CNN is a type of NN with a unique structure 

that was created for modelling the human vision system 

(HVS). As a result, CNNs  has become one of the most 

demanded areas of Information technology and it has 

been successfully applied to solving many issues of, 

computer vision and data visualization. [4].  

 The goal of this work is to classification citrus diseases 

that is help agronomists to detect seven categories for 

citrus diseases these are Anthracnose, brown rot, Citrus 

black spot, Citrus Canker, Citrus scob, melanose, Sooty 

Mold citrus. with a view to detect citrus disease 

automatically, we researched the traits and pests of citrus 

fruit and citrus leaves to improve accuracy and reduce 

recognition loss. In this work introduce approaches to 

complete the recognition of citrus diseases, CNN models 

is used here to perform the classification of these seven 

classes of citrus aforementioned. The accuracy of 

recognition for citrus can reach 88%. 

 The remainder of the research is organized as follows: 

after presenting the introduction in section 1, related work 

is presented in section 2. The CNN is explained in 

section 3, and the database of the present study is 

explained in section 4. Section 5 depicts the building of a 

CNN model for such citrus datasets, while Section 6 

details the major stages and approaches utilized to finish 

the system's work, as well as the suggested system's 

outcomes and performance evolution. Lastly, the last 

section contains the conclusion. 
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2    Literature review 
 Intelligent recognition systems deliver considerable 

convenience to all aspects of life, including industrial 

production, healthcare, transportation, agriculture, and 

other fields [5]. Manavalan Radhakrishnan [6] published 

a survey in 2020 on several image processing 

approaches and ML methods used for extracting and 

rapid testing of different citrus fruits like grape leaves, 

oranges, and lemons. The difficulties encountered while 

using arithmetical methodologies to evaluate citrus leaves 

are also discussed, as well as future directions. Zongshuai 

Liu etal. [7] presented a DL-based method for 

recognizing an image of citrus disease in 2020. They 

created a database for citrus images that contained six of 

the most common citrus diseases. In the experimentation, 

they have employed the MobileNetV2 model as essential 

network and compared it to other models of networks in 

terms of accuracy, speed, and size of the model. Their 

findings reveal that their approach has resulted in the 

reduction of model size and prediction time at the same 

time as maintaining flawless accuracy of classification. In 

2019, Hafiz Tayyab Rauf etal. [8] introduced a method 

that uses ML for the detection of the diseases in citrus 

early. They were obtained in Dec. from orchards in 

Pakistan's Sargodha zone, when the fruit has been ready 

to become round and the most disease have been 

identified on the citrus plants. A smart mobile detection 

method for citrus diseases depending on densely 

connected convolutional networks was presented by 

WENYAN PAN et al. [5] in 2019. With the help of 

specialists, they were able to create an image database of 

6 different forms of citrus diseases and construct an 

intelligent system for diagnosing citrus diseases through 

using simplified highly connected convolutional 

networks (DenseNet). The We-chat applet on mobile 

devices was used to implement their system. The findings 

of the experiment show that by simplifying the DenseNet 

structure, the detection of citrus diseases can be done with 

an accuracy of roughly 88%, and the time it takes for 

predicting exhaustion may be reduced. Through 

DL approaches, Konstantinos P. Ferentinos [2] 

constructed models of CNNs for implementing diagnosis 

and detection of plant disease using straightforward 

images of diseased leaves and healthy plants in 2018. The 

models were trained through using an open dataset of 

87848 images, which included 25 different plants in a 

group of 58 distinct [(plant, disease)] categories, which 

include healthy plants. She/He trained various 

architectures, with the best success rate in recognizing the 

corresponding [(plant, disease)] (or healthy plant) being 

around 99.53%. A hybrid technique for classifying and 

identifying diseases in citrus plants was suggested by 

Muhammad Sharif et al. [9] in 2018. Their 

suggested method consisted of two stages: first, 

recognizing lesion areas on citrus leaves and fruits, and 

second, classifying citrus diseases. A segmentation of 

optimum weighted technique, which is implemented on 

an upgraded inputted image, removes the citrus lesion 

areas. After that, in codebook, texture, geometric 

features, and color are combined. Furthermore, good 

features are selected using a hybrid feature selection 

approach that incorporates Principal Component 

Analysis (PCA) entropy, score, and skewness-based 

covariance vectors. For the ultimate classification of 

citrus disease, the chosen features are given to the 

Multiclass Support Vector Machine (MSVM). H.Ali et al. 

[10] reported a method for the detection and classification 

of major citrus diseases with economic significance in 

2017. Their method used the ΔE color variation algorithm 

for insulating the disease-affected area, as well as color 

histogram and textural features for disease classification. 

Our method was successfully executed, with a total 

accuracy of 99.90% and a similar sensibility of 0.99 plot 

beneath the curve. In comparison to individual channels, 

a combination of texture features and color was used for 

testing, and the results were the same. PCA was used to 

test the Dimension Reduction(DR) feature sets, and 

such miniature features have been tested as well with the 

use of state-of-the-art classifiers. 

 

 

3 Convolutional neural network 

(CNN) 
 The CNN is the most common and widely utilized 

algorithm in the area of DL [11] [12]. CNN have recently 

become one of the most appealing approaches, and have 

been a final factor in a variety of new successes and 

challenging applications associated with ML applications 

such as natural object classification and segmentation, 

handwriting recognition, object detection, face 

recognition, image classification, and many other fields 

involving pattern recognition [13]. The CNN [14][15] is 

a well-known image processing applications. Generally, 

CNN was advancing scales to larger classification tasks. 

CNN has three-dimensional neurons, similar to a three-

channel RGB image. A CNN typically uses an order 3 

tensor as input, like an image with W columns, H rows, 

and 3 channels, for instance (R, G, B color channels). 

Higher order tensor inputs, however, can be handled in a 

comparable way by CNN. The data is subsequently 

passed through a set of the processing steps in order. A 

layer is a processing phase which includes a pooling 

layer, a convolution layer, a normalizing layer, a loss 

layer, and a fully connected (FC) layer [16]. The CNN 

then consists of one or many blocks of convolution and 

subsampling layers, followed by at least 1 FC layer and 1 

output layer. Figure ()1 depicts a typical CNN building 

block [17]. 

 

We will present CNN's work in general for classification 

images and then the steps how used CNN for classifying 

citrus diseases in our proposed system the CNN is 

consisted of multi-layers of neurons, each of that is a non-

linear operation on a linear transformation regarding the 

previous layer's outputs. The layers fundamentally 

contain pooling layers, convolutional layers, and FC 

layers. The convolutional layers include weights which 

necessity to be trained, whereas the pooling layers 

transform the activation by using a specified function [17] 

[19]. 

https://www.sciencedirect.com/topics/engineering/linear-transformation
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Figure 1: A typically building block of CNN  

 

3.1 The structure of CNN 
A CNN contains input, output, and hidden layers. Neural 

network in any feed-forward, the middle layers are called 

hidden because their inputs and outputs are convincing 

via the final convolution and the activation function. The 

hidden layers in CNN contain layers that perform 

convolutions [19]. These three essential sub-structures 

layer of the CNN, are called: pooling layers, 

convolutional layers, and FC layers. The collecting of 

these three layers makes up the Convolutional Neural 

Network [18], we will summarize the work of each layer 

separately. 

 

A) Convolutional Layers: The convolutional layer (conv. 

layer) is made up of many feature maps, each of which is 

created by convolving a small region in the input data 

known as local receptive field. Different types of data like 

image, text that can be used the convolution. Such as in 

the image, an area of pixels is convolved as with our 

proposed system in this paper, and in the text, words or a 

set of the characters are convolved [17][19]. Images are 

usually fixed in its nature, i.e., the structure of one portion 

of the image is selfsame as any other portion. Therefore, 

feature is learnt in one portion could match like pattern in 

another portion. 

A small section of a large image is captured and 

passed through all of the points in the image (Inputting). 

They are convolved into a single position while 

passing through any point (Outputting). Kernel (filter) 

[17] refers to any little component of an image that passes 

over the larger image. Later, back propagation 

methods were used to build the filters. A new feature map 

is produced through the sliding of a local receptive field 

over data, as seen in Figure 3. Matrix multiplication is the 

mathematical operation used to achieve this task. The 

outcome is determined by [18]: 

 𝑊 =
(𝑊−𝐹+2𝑃)

𝑆+1
 ….. (1) 

 F: Filter Length  

 P: Padding  

 S: Stride 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B) Pooling: Feature motifs, which appear due to the 

convolution technique, can appear in the image at various 

locations. Once features have been retrieved, their precise 

location becomes less crucial as long as their relative 

position to others is kept. Sub-samplings are another 

name for such layers [17] [20]. After each convolution 

layer is completed, the pooling layers are removed. It 

gathers comparable data in the receptive field’s 

neighborhood and produces the dominant response in this 

region [20]: 

𝑍𝑙
𝑘 = 𝑔𝑝(𝐹𝑙

𝑘) … … … . (2) 

 
This equation depicts the pooling operation, where Zk

l 

denotes the pooled feature-map regarding the lth layer for 

kth input feature-map k Fk
l, and (.) p g denotes the pooling 

operation type. Pooling can be divided into two types: 

average pooling and max pooling. The latter takes the 

greatest values of a region's pixels, while the former takes 

the average value. Since it takes the maximum value from 

the picked kernel, the pooling layers decrease the 

outputting layer from the inputting layer. As a result, 

using more pooling layers reduces the image size and 

prevents it from shrinking [17][18]. Padding is utilized to 

pad the image according to the required pad size 

surrounding the image. Figure 3 depicts the average and 

max pooling operations. 

 

 
Figure 3: Pooling Layer (Max Pooling &Average 

Pooling) 

Figure 2: Convolutional Layer  
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C) Fully connected layers: Pooling layers are followed by 

FC layers. The third and final part of CNN, as depicted in 

Figure 4, are essentially FC layers. This layer takes the 

input from all of the neurons in preceding layer and 

performs operations on every one of the neurons in the 

current layer to generate output [17]. FC layer also assists 

to compose a numeral value of the image, that is means 

specifying the image with a probability value. 

 
 

Figure 4.: Fully connected layer 

 

4    Database of system  
 The dataset has 2450 images. It includes seven types of 

citrus disease. Each class contains over 150 images, 1470 

for training and 980 for validation(tasting). The names of 

the dataset classes are: Anthracnose, brown rot, Citrus 

black spot, Citrus Canker, citrus scob, melanose, Sooty 

Mold citrus. All classes’ images are collected with 

variable, realistic background. The Figure (5) is shown 

Some samples images of citrus diseases 
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Figure 5:  Examples of Database Models 

 

5    Building CNN Model Citrus Dataset 
The CNN is applied for image detection and image 

classification. Such as Neural Networks (NN), CNN also 

draws impulse from brain. We utilized object recognition 

model that proposed by Hubel and Wiesel.We layout 

CNN to recognize citrus diseases straight from pixel 

images. In our proposed system we applied roughly the 

same general architecture as CNN. Figure 6 is shown the 

general structure of CNN in this proposed system. 
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Figure 6: General structure of CNN model 

6 Description of the system 

implementation 
 Deep Learning is an important tool for solving self-

perception problems such as understanding images and 

classes them. In this paper we objective for Applying the 

idea of the CNN for the detection citrus diseases for data 

that contains 2450 images which divided images for 

testing and training images. In this section we explained 

the structure of this system by using CNN and the all 

results.  

 Throughout training, ML and supervised DL use inputs 

and outputs to generate data patterns or rules. 

Understanding the model's data patterns or rules helps us 

understand how the outputs were generated from the 

input data, as seen in Figure 7. 

 
Figure 7: Results derived from the input data 

 

6.1 Training Stage 
 As an input to the training, CNN gathers an image and 

its class from a database dedicated to training. We 

acquired trained weights, which are the rules or data 

patterns extracted from the images, as a result of the 

training. The image will be the only input to the trained 

model in the prediction, and the trained model will return 

the image's class. The image's class will be determined 

based on the data patterns learned throughout training. 

The basic stages for creating a simple CNN image 

training model are as follows: 

1- Before the CNN model training, the Fully Connected 

Neural Network basics must determine of this dataset. 

Then in this work the must Specify the CNN 

architecture. In this work, the description of a 

convolution layer model as the following architecture: 

o  INPUT :150×100×3 

o CONV3 :3x3 size,8 filters, 1 stride 

o ReLU: max (0, hθ(x)) 

o POOL :2x2 size,2 stride 

o CONV3: 3x3 size,16 filters,1 stride 

o ReLU: max (0, hθ(x)) 

o POOL :2x2 size,2 stride 

o CONV3: 3x3 size,32 filters,1 stride 

o FC :7 Output Classes  

 

2- Determine some of Options of the training network 

include: 

o Solver Name: (sgdm or rmsprop or adam), As 

explained below in 3 steps. 

o Batch Size for each iteration: 128 

o Initial Learn Rate:0.001 

  

3- Train the network: The network is trading according to 

the specified parameter in steps 1 and 2. During the 

training the ConvNet goes through several epochs, to 

adjusting its parameter to becomes better at classifying 

the images of training, then the output here is the 

trained network to be classification problem ConvNet,  

 Update the network learnable parameters is don using the 

following function: 

 the stochastic gradient descent with momentum 

(SGDM) algorithm: in the (SGDM) is variants were 

the dominating optimization techniques, SGD with 

large batch training keeps attracting more and more 

attention [21]: 

𝑣𝑡 = 𝛾𝑣𝑡 + 𝜂∇𝜃𝐽(𝜃) … … . (2) 

𝜃𝑡 = 𝜃𝑡−1 − 𝑣𝑡  

 using the root mean squared propagation (RMSProp) 

algorithm: is a Neural Network (ANN) training, for 

each of the parameters the learning rate is adapted. The 

concept is to divide a weight's learning rate by a 

running mean of recent gradient magnitudes for that 

weight [21]. To begin, running average is estimated 

based on the means square: 

𝑣(𝑤, 𝑡) ≔ 𝛾𝑣(𝑤, 𝑡 − 1) + (1 − 𝛾)(∇𝑄𝑖(𝑤))
2

     … … (3) 

In which, γ represent the forgetting factor, and 

parameters are updated based on, 

𝑤 = 𝑤 −
𝜂

√𝑣(𝑤, 𝑡)
∇𝑄𝑖(𝑤) … … . (4) 

 using the adaptive moment estimation (Adam) 

algorithm.: is a gradient descent-based algorithm of 

learning has been based upon 1st- and 2nd-

order statistical moments, in other words, 

mean and variance. For the parameters w(t) and a loss 

function L(t), where t denotes current training iteration 

(which is indexed at 1), Adam's parameter update has 

been represented as: 

𝑚𝑤
(𝑡+1)

← 𝛽1𝑚𝑤
(𝑡)

+ (1 − 𝛽1)∇𝑤𝐿(𝑡)    … … (5) 

β1 is the forgetting factors for gradients and second 

moments of gradients [22] - [26]. 

 

6.2 Testing Stage 
 After training the CNN, now a test dataset to verify its 

accuracy. The test dataset is a set of images and labeled 

images. Each image is testes through the trained 

ConvNet, and the output is compared with the label of this 

https://courses.analyticsvidhya.com/courses/Introduction-to-Neural-Networks?utm_source=blog&utm_source=learn-image-classification-cnn-convolutional-neural-networks-5-datasets
https://courses.analyticsvidhya.com/courses/Introduction-to-Neural-Networks?utm_source=blog&utm_source=learn-image-classification-cnn-convolutional-neural-networks-5-datasets
http://www.gabormelli.com/RKB/gradient_descent-based_learning_algorithm
http://www.gabormelli.com/RKB/statistical_moment
http://www.gabormelli.com/RKB/mean
http://www.gabormelli.com/RKB/variance
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image. The following paragraphs explain the most 

important results obtained from implementing CNN on 

our Dataset with a change the learning function. Table1 

shows the final results of all experimentations for 10 

epochs  

 

Table1: Accuracy Results for 10 epochs 

 

 

6.3 Discussion and experimental results 
We will review the most important results that obtained 

during the experiments, and the must clarify here that in 

all figure bellow: 

In A: The blue line: represent training accuracy  

 The black line: for the validation accuracy, 

In B: The red line refers to the training loss  

 And black line: indicates validation loss 

 CNN model training and with SGDM: The Figure 8 

Show the Accuracy result with Stochastic gradient 

descent with momentum (Sigm function). In Figure 8 

A, the training set and validation accuracy It gets better 

with the progress the number of epoch, but the testing 

accuracy low compare with training, because the 

training loss in figure 8 is approached zero over time, 

and the validation loss still quite not low. The Figure 9 

show the accuracy rate of each class separately.  

After trying to Apply transformations (using randomly 

picked values) and build augmented data store. Specify 

data augmentation options and values/ranges. Figure 10 

Show the Accuracy result for ten with Sigm algorithm 

after apply Applying transformations. We note that the 

results here for the training and validation set are less 

compare without augmentation, as we note that the loss 

function does not approach zero in both cases. 

 

 
Figure 8: Accuracy result with momentum  

(Sigm) training 

 

Figure 9: The success rate of each class based on 

applying sigma function   

 

Figure 10: The Accuracy result with Sigm and 

 Applying transformations 

Training with Root mean square propagation (RMSProp): 

The Figure (11) Show the Accuracy result by depending 

Stochastic gradient descent with momentum. We see that 

the result of validation accuracy is here fall down slightly 

Epoch

s 

Accurac

y 

(sgdm) 

 

Accuracy 

(rmsprop

) 

 

Accurac

y 

(adam) 

Maximu

m 

iteration 

1 0.4693 0.5086 0.6301 17 

2 0.6535 0.7109 0.7572 34 

3 0.7341 0.7572 0.8786 51 

4 0.7687 0.7687 0.8381 68 

5 0.8265 0.8092 0.8034 85 

6 0.8323 0.8150 0.8959 102 

7 0.8323 0.8323 0.8034 119 

8 0.8612 0.7745 0.8670 136 

9 0.8768 0.8092 0.8497 153 

10 0.8762 0.8381 0.8382 170 
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compare with SGDM training, and also the validation 

accuracy is low slightly compare with training accuracy 

with time where the results of loss function indicate and 

explain these results. Figure (12) show the accuracy of 

each class. 

Also, After Applying the Randomly Transformations the 

results are shown in Figure (13), where the accuracy is 

fall down compare with result in Figure (11) as well as 

very clear of the accuracy and loss function 

 

Figure 11:The Accuracy result with Root mean 

 square propagation training 

 

 

Figure 12: The success rate of each class based on 

applying (RMSProp) 

 

Fig 13: The Accuracy result and Root mean function 

after Applying transformations 

 

Training with Adaptive moment estimation (ADAM): 

Figure (14) and Figure (15) Show the overall results, and 

it is noticeable that the accuracy result are converges the 

results accuracy that obtain of (RMSProp). Figure (16) 

show the result after the apply the transformation. We 

noticed that the accuracy results (for training and 

validation set) are approximately identical over the 

progresses of run time. 

 

 
 

Figure 14: The result accuracy with (ADAM) 
 

 



92   Informatica 46 (2022) 85-94                                                                                                                                 W. N. Jasim et al.  

Figure 15: The success rate of each class based 

on applying (ADAM) 

 

Fig 16: The Accuracy result with (ADAM) after 

Applying transformations 

 

7   Conclusion and future work 
 n this paper, a model is presented that can identify and 

classify citrus diseases automatically based on the CNN 

model. What distinguishes this work is that the training 

of the model was applied using a database of 2450 images 

that were taken in different real conditions in the fields of 

agriculture, where the database consists of seven 

categories of citrus diseases, which contains 150 images 

each, such as anthracnose, and mold Brown, citrus black 

spot, citrus canker, citrus scoop, melanosis, sooty mold. 

According to the experiments conducted in this work, it 

was clear that working with the CNN model gives great 

results, as explained in the above paragraphs. Also, this 

work is distinguished by experimenting with many 

measurements with the CNN model in order to make the 

results of classification of diseases / outputs more 

accurate, for example by increasing the number of hidden 

neurons and convolution layers. 

 The average success rate is 88%, as the classification 

efficiency was observed even with the change of the 

learning algorithm. The results given by CNN with all 

algorithms are good and semi-closed, but the training 

with the root mean squared propagation (RMSProp) 

showed the accuracy Slightly better compared to 

(RMSProp) and (ADAM) and with the same parameters. 

 

Also, the overall score was reduced by a certain 

percentage with transformations applied using randomly 

picked values to build multiplying data. 

 In the future, we plan to develop a real-time citrus disease 

recognition system by taking live images of citrus and 

directly identifying the type of disease affecting citrus 

with choosing different CNN architectures. 
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