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 Image encryption is an important issue in protecting the content of images 

and in the area of information security. This article proposes a novel method 

for image encryption and decryption using the structure of the artificial 

neural network (ANN)-based chua chaotic system (CCS). This structure was 

efficiently designed on a field-programmable gate array (FPGA) chip 

utilizing the xilinx system generator (XSG) tool with the IEEE-754-1985 32-

bit floating-point number format. For ANN-based CCS design, a multilayer 

feed forward neural network (FFNN) structure with three inputs and three 

outputs was created. This structure consists of one hidden layer with four 

neurons, each of which has a Tangent Sigmoid activation function. The 

training of ANN-based CCS yielded a 3.602e-13 mean square error (MSE) 

value. After successfully training the ANN-based CCS, the design was 

carried out on FPGA, utilizing the ANN structure's bias and weight values as 

a reference. The xilinx vivado (2017.4) design suite was used to synthesis 

and test the ANN-based CCS on the FPGA. The histogram, correlation 

coefficient, and entropy are used to perform security analysis on various 

images. Finally, FPGA hardware co-simulation using a Xilinx Artix7 

xc7a100t-1csg324 chip was utilized to verify that the encryption and 

decryption of the images were successful. 
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1. INTRODUCTION 

In recent years, image encryption, being a significant area of information security, has attracted a 

large number of researchers and scientists. Numerous studies using various methodologies have been 

implemented, and novel and useful algorithms have been proposed to improve secure image encryption 

schemes. Digital image encryption approaches based on chaotic systems are novel techniques. This 

technology encrypts images using random chaos sequences and is a very secure and fast method of image 

encryption [1]. The use of chaotic systems in cryptography to encrypt images has been proposed as a possible 

solution to a variety of security problems due to their numerous advantages over random characteristics such 

as sensitive dependency on initial conditions and parameter settings, simplicity of design, and aperiodic 

signal, which makes them an ideal option for cryptography systems [2]. 

This work aims to build a secure cryptographic algorithm that conforms to the following criteria: It 

is highly resistant to common cryptographic attacks, has a strong key, has a high throughput to meet the 

demands of large multimedia data volumes, and is simple to implement and consumes little power. The 

https://creativecommons.org/licenses/by-sa/4.0/
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method used, which is artificial neural network (ANN)-based chua chaotic system (CCS), was simpler, more 

effective, and produced good results as compared to other complex methods of image hiding, such as chaotic 

block image permutation and XOR operations are performed to achieve image encryption in [3]. Čelikovský 

and Lynnyk [4], introduced the chaotic masking scheme based on embedded message synchronization. An 

effective and high-security communication system based on two levels of encryption based on chaotic 

systems was proposed [5]. 

Artificial intelligence techniques have gained significant importance in modeling because of their 

ability to reason and learn in an environment of uncertainty, approximation, and imprecision. These 

techniques comprise a collection of new technologies that offer an alternate approach to mathematical 

modeling for nonlinear dynamics, an issue that permeates all fields of science. Fuzzy logic, neural networks, 

and genetic algorithms are considered the principal constituents of artificial intelligence techniques. In the 

area of prediction, nonlinear prediction of chaotic time series is a big challenge [6]. ANN models are 

considered a subject of interest due to their many practical applications in modeling complex nonlinear 

systems and in chaotic time-series predictions [7]. One of the most efficient and general modeling methods is 

ANN, developed and inspired by actual biological neural brain structures as an artificial intelligence 

approach, non-parametric and non-linear, which can model complex systems such as chaotic systems [8]. 

This work contributed to implementing an ANN model by xilinx system generator (XSG)capable of 

predicting time series generated by a double scroll Chua circuit directly after training it instead of using the 

solution of differential equations. It is used as a novel cryptographic technique in secure communications for 

encrypting images. Numerous studies and research based on the prediction of chaotic systems using neural 

networks have been established [8]–[10]. 

For many reasons, ANN implementations on field-programmable gate arrays (FPGAs) proved 

useful. FPGAs can offer higher speeds because they can be completely exploited by the parallel design of 

ANNs. Moreover, FPGAs are easily reconfigurable and FPGAs have a relatively small design time compared 

to ASIC design [11]. 

The following is the organization of the paper: section 2 is an overview of chaotic systems, 

including the Chua Chaotic System. In section 3, the design and implementation of ANN-based CCS on 

FPGA are introduced. Section 4 shows image encryption using ANN-based-CCS. In section 5, Performance 

and Security Analysis is investigated. FPGA hardware Co-simulation testing was conducted in section 6. 

Finally, conclusions are stated in section 7. 

 

 

2. CHAOTIC SYSTEMS  

Chaos systems exhibit distinctive qualities such as noise-like behavior, sensitivity to initial 

conditions, and non-periodic features [12]. Chaotic systems' dynamics are entirely influenced by their initial 

conditions and parameters. That is why even a small change in the initial conditions has a significant  

effect on how the system behaves. Due to these characteristics, chaotic systems provide excellent candidates 

for secure communication, information technology, and cryptography [13]. Today, chaos and chaotic  

systems are widely used in a variety of technical applications, including biomedicine, cryptology, signal and 

image processing, artificial neural networks, random number generators, industrial control, and power 

electronics [14]. 

The Chua chaotic system has an easy structure and creates chaotic dynamics with sufficient 

parameters, showing chaos and several known phenomena of bifurcation. Therefore, several researchers have 

been interested in this method. In 1983, Leon Chua developed a nonlinear circuit that is capable of 

demonstrating a rich collection of dynamical phenomena, ranging from fixed points to cycle points, standard 

bifurcations (period-doubling), other standard routes to chaos, and chaos itself. The relevance of the Chua 

circuit has recently made possible the birth of a large family of multi-scroll oscillators and techniques to 

control chaos [15]. Chua circuit has found many applications in physics, communication, and control, 

mechanics, as well as chemistry, economics, and medicine [16]. Chua circuit has also been employed as a 

chaotic noise generator. Because of this feature, it has found several applications in cryptography and 

steganography [17]. The following nonlinear equations describe this chaotic system: 

 

𝑥 = 𝛼(𝑦 − 𝑥 − 𝑓(𝑥) 

𝑦 = 𝑥 − 𝑦 + 𝑧 

𝑧 = −𝛽𝑦 

(1) 

 

where 𝛼 and 𝛽 are the parameters of the system and f(x) Piece-Wise Linear (PWL) function known as Chua's 

diode and defined by: 
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𝑓(𝑥) = 𝑚1𝑥 + 1/2(𝑚0 − 𝑚1)(|𝑥 + 𝑏1| − |𝑥 − 𝑏1|) (2) 

 

In this equation, m0, m1 is a slope that must have negative values and bi-break point values. 

 

 

3. DESIGN OF ANN-BASED CHUA CHAOTIC SYSTEM ON FPGA  

In this section, an ANN-based CCS is implemented on an FPGA based on the biases and weights 

obtained from the (FFNN) model. As illustrated in Figure 1, the implementation of an ANN-based CCS can 

be divided into two stages: offline training and hardware design using XSG. The Matlab Neural Network 

Processing Toolbox was used for the offline training stage. Following the training phase, the appropriate 

network parameters (weights and biases) were determined and then deployed on the FPGA [9]. Throughout 

the design process, several architectural types were examined. Finally, the (FFNN) (3×4×3) architecture was 

selected because this architecture has given better results than other architectures available. Increases in the 

number of hidden neurons affect not only response time but also the network's processing speed. The 10,000 

training samples have been generated by using the Dormand-Prince (Ode5) algorithm. The generated samples 

have been divided into three subsets: 70% of the samples are used for training, 15% for validation, and 15% 

for testing. The trained network's weights and biases have been measured in MATLAB and then saved in 

Xilinx blocks. The MATLAB neuron network toolbox includes three training algorithms: Levenberg-

Marquardt (the default), Scaled Conjugate Gradient (a faster training algorithm), and Bayesian Regulation 

(slower but with better convergence). The experimental results showed that an FFNN, trained with the 

Bayesian Regulation back-propagation algorithm, was found to be the suitable network structure. The 

performance function achieves a 3.602e-13 mean square error (MSE) value at the end of training when four 

neurons are utilized for the hidden layer, as shown in Table 1. It is possible to reduce the MSE value by 

increasing the number of neurons in the hidden layer, but this results in slower performance and greater size, 

both of which are undesirable for real-time ANN implementations. Furthermore, there is a trade-off between 

the number of hidden neurons used in the FFNN model structure and the FPGA resources. As a result, an 

acceptable value of MSE can be utilized for the implementation of the ANN-based CCS. 

 

 

 
 

Figure 1. General block diagram of the ANN implement work 

 

 

Table 1. FFNN structure and parameters 
Parameters Details 

Network structure 3×4×3 

Activation function 
Hidden Layer: TanSig 

Output Layer: Purelin 

Training functions TrainBR 

Performance function MSE: 3.602e-13 
Number of inputs/signals 10,000 

Number of epochs 150.000 

Fault tolerance 1E-13 

 

 

An FPGA implementation not only provides the option of parallelism, but it also lowers design costs 

and increases flexibility, making it particularly suitable for ANN applications [9]. That is why an ANN-based 

CCS was built using FPGA. The ANN-based Chua chaotic system design model, which is a hardware design 

using the XSG (XSG) stage shown in Figure 2, contains Chua circuit implemented directly based on their 

definitions represented by a unique group of ordinary differential equations (ODEs). One hidden layer with 
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four neurons. Each neuron has a hyperbolic tangent sigmoid activation function is implemented directly, as 

shown in Figure 3. One output layer has three neurons. The Tangent Sigmoid (TanSig) activation function 

has been used for the hidden layer due to its success in modeling nonlinear dynamic systems with chaotic 

behavior. The linear (PureLin) function has also been used for the activation function of the output layer. 

Figure 4 displays the phase portrait generated by the ANN-based CCS. Figure 5 displays the comparison 

between the 2-scroll generated from ANN and that generated from equations and the synchronization 

between them. The system parameters and initial values are as: α=10, β= 14.87, m0= -1.27, m1= -0.68, b=1 

(x0= -0.4, y0= 0.1, z0= 0).  

 

 

 
 

Figure 2. ANN based Chua chaotic system design using XSG 

 

 

 
 

Figure 3. Tan-sigmoid activation function 

 

 

 
 

Figure 4. Comparison between 2-scroll generated from ANN (dotted lines) and from equations (solid lines) 

and synchronization state 
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3.1.  Image encryption using ann based-chua chaotic system 

The XSG design of image encryption using the ANN-based Chua Chaotic System is displayed in 

Figure 5. The first step is to produce chaotic signals X, Y, and Z using ANN. Then, 32 bits from each of the 

three signals are passed through a slicing function to extract the least significant bits, and then passed through 

a concatenation function to generate a new 32-bit sequence. Where Lx is equal to 12 bits, Ly is equal to 10 

bits, and Lz is equal to 10 bits. The reason for selecting the least significant bits (LSBs) is that these bits 

provide a greater amount of randomness than the most significant bits (MSBs). The second step is to XOR 

the 8 bits (LSB) from this sequence with the 8 bits from the image to produce the ciphered image. As 

illustrated in Figure 6, the system is composed of encryption and decryption processes. The original color 

image is divided into red, green, and blue images, and its data type is Unint8. The original image, I (Lr * Lc), 

is converted to serial samples during the encryption stage using a preprocessing block as shown in Figure 7. 

The gateway-in converts the serial sample format to an unsigned fixed-point format with a (width length) 

WL=8 and a (fractional length) FL=0. The same key is used in the decryption stage to recover the original 

image by XORing it with the ciphered image and returning it to Matlab/Simulink via the gateway-out. To 

restore the original image at its original size, a post-processing block is utilized to convert the serial sample 

to its original size (Lr * Lc), as illustrated in Figure 8. The results are displayed in Figure 9. Optimizing ANN 

architectures is critical for enhancing the performance of hardware implementations [10]. After making an 

optimization by adding delay to the longest path to improve timing performance, system outputs are 

produced once per 80-clock cycle. The minimum clock period of the ANN-based CCS on FPGA is  

(Ts-WNS) (80-0.221)=79.779 ns and the maximum frequency is (1/79.779)=12.53 MHz. The chip statistics 

for the image encryption using ANN-based CCS on FPGA are given in Table 2. 

 

 

 
 

Figure 5. XSG design for cryptography used ANN 

 

 

 
 

Figure 6. Subsystem for image encrypted and decrypted 
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Figure 7. Pre-processing blocks 

 

 

 
 

Figure 8. Post-processing blocks 

 

 

 
 

Figure 9. Image encryption and decryption result using ANN 

 

 

Table 2. FPGA utilization summary for image encryption and decryption 
Resource Type Available Utilization 

LUT 63400 20589 

Slice Registers (FF) 126800 240 
Bonded IOB(IO) 210 73 

BUFGCTRL(BUFG) 32 1 

DSP 240 158 
Minimum Period Ts (ns) 80 

Worst Negative Slack (WNS) 0.221 

Maximum Frequency (MHz) 12.53 
Throughput (MB/sec) 400.96 

Power(W) 0.181 

 

 

4. PERFORMANCE AND SECURITY ANALYSIS 

Numerous analysis are presented to evaluate the proposed algorithms' efficiency and security, 

including histograms, correlation coefficients, information entropy, key space, and differential attack 

analysis. This section applies the study to an image of 512*512 size. Experiments are conducted and data 

analysis is performed using a Matlab environment.  

 

4.1.  Histogram analysis 

The histogram is a useful statistical function that illustrates the distribution of pixel values by 

graphing the number of pixels at each color intensity level [18]. It is commonly used to test image encryption 

algorithms' accuracy. A successful encryption algorithm should produce encrypted images with uniformly 

distributed histograms. Figures 10(a) and 10(b) illustrate a comparison of the distribution histograms before 

and after the encryption algorithm. As can be observed, our histograms are highly uniform in distribution, 

and the histograms generated by the ANN-based-CCS encryption process are extremely robust. 

 

4.2.  Correlation coefficient analysis (CCA) 

A correlation factor is another significant factor in the study of the cryptosystem. The correlation 

between the pixels of the original image is strong, while the correlation between the pixels of the encrypted 

image is very low. An algorithm for image encryption would have succeeded if all its attributes were hidden 

and the encrypted image was entirely unrelated and random. If the coefficient of correlation is equal to 1, the 
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two images are the same. Therefore, the encryption failed in these cases. When the value is 1, the encrypted 

image is the opposite of the plain image. The (3) is used to measure the correlation coefficient of any two-

pixel color values at the same position in the original and cipher images [19]. where 𝜇𝑥 and 𝜇𝑦 represent 

mean values of x and y, 𝜎𝑥 and 𝜎𝑦 are the standard deviations of x and y, and 𝐸 [⋅]  is the expectation function 

[20]. Table 3 displays experimental correlation pixels for pictures of Lena with sizes 512*512. 

 

𝐶𝑜𝑟𝑟(𝑥, 𝑦) =
𝐸[(𝑥−𝜇𝑥 )(𝑦−𝜇𝑦 )]

𝜎𝑥𝜎𝑦
  (3) 

 

 

 
(a) 

 

 
(b) 

 

Figure 10. Histogram of three-channel; (a) original images and (b) ciphered images 

 

 

Table 3. Correlation coefficient comparison between proposed algorithm and other approach 

Image name 
 Proposed Algorithm Ref [20] 

Channel Horizontal Vertical Diagonal Horizontal Vertical Diagonal 

Lena 

R 0.0012 2.4824-e-04 8.6752e-04 0.0033 0.0155 0.0158 

G -0.0012 -0.0014 -0.0022 0.0294 0.0146 0.0102 

B 5.0191e-04 6.1836e-04 -1.9552e-04 0.0086 − 0.0229 − 0.0366 

 

 

4.3.  The information entropy 

The entropy of information can be used to express randomness. At (4) can be used to compute the 

information entropy [21]. Where si is the pixel value, P(si) is the probability of symbol si, 2L is the total state 

of the information source, and log2P (si) is used to convert si to bit form. In general, a higher entropy value 

indicates a more secure encryption technique [21]. Table 4 summarizes the results of the entropy calculation. 

As can be observed, all of the entropy values are close to 8. As a result, the technique that is used is more 

efficient and secure. 

 

𝐸𝑛𝑡𝑟𝑝(𝑠) = ∑ 𝑃(𝑠𝑖) × log2 (
1

𝑃(𝑠𝑖)
) 𝑏𝑖𝑡𝑠2𝑁−1

𝑛=0  (4) 

 

 

Table 4. Information entropy comparison between suggested techniques and other ways  
Image name Channel Original Ciphered Ref [22]  Ref [2]  

Lena 

R 7.598 7.993 7.9974 7.9993 

G 7.663 7.992 7.9969 7.9992 

B 7.221 7.992 7.9884 7.9993 
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4.4.  NPCR and UACI analysis 

The two most widely used metrics to calculate this requirement are the Number of Pixel Change Rate 

(NPCR) and the Unified Averaged Changed Intensity (UACI), which are used to assess the strength of image 

encryption algorithms against brute force attacks [2]. The NPCR and UACI metrics can be expressed as: 

 

𝑈𝐴𝐶𝐼 =
1

𝑊×𝐻
[∑

|𝐶1(𝑖,𝑗)−𝐶2(𝑖,𝑗)|

255𝑖,𝑗 ] × 100%  (5) 

 

𝑁𝑃𝐶𝑅 =
∑ 𝐷(𝑖,𝑗)𝑖,𝑗

𝑊×𝐻
× 100%  (6) 

 

Where W and H denote the width and height, respectively, of the ciphered image, C1 is the encrypted image, 

while C2 is the ciphered image created by randomly changing one pixel in C1. D (i, j) is given by (7) [23]. 

The UACI and NPCR measures as shown in Table 5 are used to determine the effect on the cipher image of 

the change of 1 bit/pixel in the original image [24], [25]. 

 

𝐷(𝑖, 𝑗) = {
0,  𝑖𝑓 𝐶1(𝑖, 𝑗) = 𝐶2(𝑖, 𝑗)

1,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (7) 

 

 

Table 5. NPCR and UACI test calculation for ciphered images 
Image name channel NPCR UACI 

Lena 
R 99.61 30.49 
G 99.61 30.53 

B 99.61 30.50 

 

 

5. FPGA HARDWARE CO-SIMULATION TEST 

The proposed model is formulated using the FPGA board Artix7 xc7a100t-1csg324. The image 

encryption and decryption processes are co-simulated with FPGA hardware. When a Joint Test Action Group 

connection (JTAG) is connected, serial image signal data is transmitted via a USB JTAG port to the FPGA. 

Then, serial samples were returned to the PC using the Simulink/Matlab Viewer to test the image. In  

Figure 11, the images at the top represent the results of FPGA hardware co-simulation, and the images at the 

bottom represent the results of the proposed system using XSG. The encrypted image has proved to be the 

same for system generators and for co-simulation, demonstrating that the actual time for the proposed 

encrypted image works correctly and is compatible with the expected configuration. 

 

 

 
 

Figure 11. Hardware Co-simulation test results of the image encryption and decryption 
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6. CONCLUSION 

The FFNN (3×4×3) architecture was chosen because of its better results with respect to the number of 

hidden neurons. At the end of the training, the performance function reached 3.602e-13 MSE. After successfully 

training the ANN-based CCS, the system on FPGA has been designed in XSG with the 32-bit IEEE-754-1985 

floating-point number standard by taking the network structure, bias, and weight values as reference. The 

implementation of the proposed system on FPGA has been tested by synthesizing it with the Xilinx Vivado 

program. Securing transmitted images is important, as the transmission channel is open and susceptible to 

attack. To protect this channel, this paper implements an image encryption algorithm using a novel 

cryptographic technique called an ANN-based CCS. Numerous statistical tests such as histograms, entropy, 

correlations, NPCR, and UACI were used, and the results indicate that the proposed mechanism generates an 

optimal analysis result that is resistant to various attacks. Resource utilization has been measured and the 

proposed system has a maximum frequency of approximately 12.53 MHz. Finally, the real-time evaluation of 

the system proposed was co-simulated using the FPGA Xilinx Artix7 xc7a100t-1csg324 chip. 
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