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 Many countries have used big data to develop their institutions, such as 
Estonia in policing, India in health care, and the development of agriculture 
in the United Kingdom, etc. Data is very important as it is no longer oil that 
is the most valuable resource in the world, but data. This research examines 
ways to develop the Iraqi state institutions by using the big data of one of its 
institutions (electronic civil registry) (ECR) in the national identity using the 
mining and analysis of this data. The pre-processing and analysis of this data 
are carried out depending on the needs of each institution and then using 
Machine Learning (ML) techniques. Its use has shown remarkable results in 
many areas, especially in data analysis, classification and forecasting. We 
applied five ML algorithms that are Support Vector Machine (SVM), 
Decision Tree (DT), K-Nearest Neighbor (KNN), Random Forest (RF), and 
Naive Bayes (NB) carried out by python language and the Orange Data 
Mining (DM) tool. Choosing the workbook with the highest accuracy to 
work with to predict the needs of three government departments (military, 
social welfare, and statistical planning). According to the simulation results 
of the proposed system, the accuracy of the classifications was around 
100%, 99%, and 100% for the military department by the SVM classifier, 
the social welfare department by the RF classifier, and the statistics-planning 
department by the SVM classifier, respectively. 
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1. INTRODUCTION 

refers DM to extracting or mining knowledge from large amounts of data. It is also known as 
Knowledge-Discovery in Databases or Knowledge Discovery and DM. It is the process of automatically 
searching large volumes of data for patterns like association rules. DM applies many older computational 
techniques from statistics, information retrieval, ML, and pattern recognition [1]. ML is a technology that can 
handle Big Data classification for statistical or even more complex purposes such as decision making. The 
use of advanced technologies of ML fits perfectly with the scope of the new generation of government (E-
Government) [2], [3]. The government is working to improve its performance through the use of modern 
technology resources such as the mobile, internet, etc., It is known as e-government.  The government strives 
to enhance the political and social climate, as well as to effect fundamental change in how functions are 
carried out. These e-services provide better delivery of government services to citizens. In addition, it 
improves interactions with industry and business, enabling citizens' access to information and more efficient 
government management. The resulting benefits can be mentioned as increased transparency,  less 
corruption, decreased time and effort, revenue growth, and/or cost reductions, and greater convenience for 
citizens [4], [5]. Classification is a form of data analysis that extracts models describing important data 
classes. Such models are called classifiers which predict categorical (discrete, unordered) class labels [6], [7]. 
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Many classification methods have been proposed by researchers in ML, like the DT classifier [8], [9] and 
Neural Network classifier [10], [11]. In this paper, the researchers propose to create e-government from three 
government departments (Military, Social Welfare, and Statistics_ planning) by applying ML for five 
classifiers (SVM, DT, KNN, RF, and NB), using the ECR data, and choosing the algorithm with the highest 
accuracy for all government departments. ECR data were previously paper records manually 100%. Paper 
records hinder the process of benefiting from their data, limited access, lack of clarity, inability to access 
remote files, and the cost of storing. To increase the need for the use of this data by government departments, 
it has been converted into electronic data by the National ID Law No. 3 of 2016. The comprehensive data 
was generated which contains a lot of information government departments need in their work. The rest of 
this study is structured in four sections. Within section two, the related works information is provided since it 
is necessary for having a look at similar works in the similar fields of the present study, while section three 
presents the researchers’ proposed method which underlies the present research. Besides, section four 
includes the result and discussion, and finally, section five displays the conclusion and future work. 

 
 
2. RELATED WORK 

Several researchers analyzed and classified data using different DM techniques and ML algorithms. 
Charalampos Alexopoulos et al. [2] declare that their study contributes to this research topic by offering a 
thorough examination of government usage of ML. Ayman Mir et al. [12] explain that built a classification 
model using WEKA tools, to classify medical data and the prediction of diabetes disease by a set of 
algorithms such as Naive Bayes, Random Forest, Support Vector Machine, and Simple CART algorithm, 
whereas experimental results show that the Support Vector Machine has the highest accuracy. Mucahid 
Mustafa et al. [13] confirm that their study is utilized to evaluate the likelihood of getting breast cancer by 
using anthropometric data and standard blood analysis factors. The classification performance of Artificial 
Neural Networks (ANN) and Naïve Bayes classifiers was calculated and compared on data with 9 inputs and 
one output. Pooja Thakar  et al. [14] introduce a comprehensive survey, Journey (2002-2014) towards the 
exploration of educational data and its future scope. Mohammad Sultan et al. [15] present a comprehensive 
survey of the methods and techniques of data partitioning and sampling concerning big data processing and 
analysis. Fadi Salo et al. [16] apply a criterion-based approach to select 95 relevant articles from 2007 to 
2017. The researchers identify 19 separate DM techniques used for intrusion detection, and the analysis 
includes rich information for future research based on the strengths and weaknesses of these techniques. 
Nawaf Alsrehin et al. [17] focus on traffic management approaches based on DM and ML  techniques to 
detect and predict traffic. Mr. Sudhir et al. [18] presented a study of various DM classification techniques like 
Decision Tree, KNearest Neighbor, Support Vector Machines, Naive Bayesian Classifiers, and Neural 
Networks. Abdullah H et al. [19]  show that their research is a comparative evaluation of a variety of free 
DM and Knowledge Discovery tools and software packages The results reveal that the type of dataset utilized 
and how the classification algorithms are implemented inside the toolkits impact the performance of the tools 
for the classification job. Ivan Garcia et al. [20] proposed using big data analytics techniques, such as 
Decision Trees for detecting nodes that are likely to fail, and so avoid them when routing traffic. This can 
improve the survivability and performance of networks. Muhammet Sinan et al. [21]  mention that the Bank 
marketing data set in UCI Machine Learning Data Set was used by creating models with the same 
classification algorithms in different DM programs. Saba Abdul W. Saddam et al. [22] propose a secure 
framework for mining cloud data in a privacy-preserving manner. Secure KNN classifier is used. Mohammed 
Z. Al-Faiz et al. [23] work to achieve different motions of the prosthetic arm by better classification with 
multiple factors using K nearest neighbor. Maalim A. Aljabery et al. [24] choose the type of hearing aids that 
patients need by DM techniques. 

 
 

3. PROPOSED METHOD 
In this section, we discuss the main components of the proposed system of ECR data processing and 

classification by ML algorithms. we using an hp computer running Windows 10 and a core i5 processor, 
using python language and the Orange DM tool, and runs repetition 5 times. Five algorithms were randomly 
selected (SVM, DT, KNN, RF, and NB). For the purpose of establishing an e-government from three 
government departments (military, social welfare, and statistical planning). The proposed system consists of 
five main phase, as shown in Figure 1. 
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Figure 1. The proposed system phase 
 
 

3.1.  Setup Phase 
 In this phase,  the database through which the proposed system is working is initialized, which is 

ECR data. 
. 
 

3.1.1.  Data Collection 
The database was created with a structure like the real data of the national identity data ECR due to 

the fact that the real data was not obtained for its confidentiality and the privacy of citizens' information. The 
collected data consists of 10,000 records, as shown in Figure 2, each record content for (46) attributes. It 
contains important citizens' data such as ID number, gender, name, family, mother's name, date of birth, 
health status, number of children, country of residence...etc. They were entered manually by Microsoft Excel 
with a missing percentage of 20.6%. 
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Figure 2. Database of ECR 

 
3.2.  Data Pre-Processing Phase 

The primary function of this phase, is enhance data that existed in the data set. 
 

3.2.1.  Inconsistent Data Processing 
In this step, the inconsistent, incomplete, and missing data are processed such as deleting the 

duplicate records and that contain missing data by DM tools to get more accurate data.  This helps in creating 
an accurate database and gives good results when training ML algorithms on it. After this step, data 
containing 500 records and 46 attributes were obtained with a missing rate of 1.4 percent, as shown in Figure 
3. 

 
Figure 3: Data Warehouse of ECR 

 
3.2.2.  Normalization 

In this step, perform normalizing, it means transforming the data, namely converting the source data 
in to another format that allows processing data effectively. which boosts the time processing of ML 
algorithms. The researchers achieve the targets of this process by increasing the processing time of the 
proposed model. Therefore, this part enhances the data set, which becomes more ready to use in the later 
parts [25], as shown in Figure 4. Normalization is particularly useful for classification algorithms involving 
neural networks or distance measurements such as nearest-neighbor classification and clustering [6]. 
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Figure 4: Normalizing. 

 
3.2.3.  Extract features and target building 

In this step, to enhance the quality of the data, and to build an accurate classifier, the important 
features of each government department must be extracted. As each government department has the 
information it needs from the big data set. 

 
3.3.  Classification Phase 

The core phase of the proposed system includes building a classify and prediction model the needs 
of three government departments (Military, Social Welfare, and Statistics-Planning) for big data ECR on two 
sides (online and offline) This phase includes steps: 

 
3.3.1.  Train-test splitting 

In this step of the proposed system, where data is divided and a classification model is built. The 
data is divided into two groups for training and testing, with 70% training data and 30% test data [26]. It is a 
significant step that plays an influential role in preparing the data for classification. This division is so 
important in training ML algorithms to reduce errors and increase accuracy, as shown in Figure 5. 
 

 
 
 

 
 
 
 
 
 

 
Figure 5: Train-Test Splitting. 

 
The training set feeds the model to train the ML algorithms to learn and by extracted features and 

use them in the classification process. When the training stage is completed, will validate to Proposed System 
Via test set. This validation dataset involves altering or neglecting variables and tuning model settings until 
the process reaches a suitable accuracy level.  

 
3.3.2.  Building a classifier using machine learning algorithms 

Classification is a form of data analysis that extracts models describing important data classes. Such 
models are called classifiers which predict categorical (discrete, unordered) class labels [2].  

The primary task of the proposed system is to build a classifier that meets the needs of the three 
government departments (Military, Social Welfare, and Statistics-Planning) from ECR data. This is done by 
testing a set of ML algorithms. Five ML algorithms were selected randomly: SVM, DT, KNN, RF, and NB 
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Each algorithm is applied to the data set generated from the previous steps using Python language. The 
proposed system works on two sides (online and offline) in order to maintain the confidentiality and privacy 
of information citizens and not to disclose them, except within the limits of the desired targets. Then choose 
the algorithm with the highest accuracy for each government department through the offline side. The chosen 
algorithm is being worked on in the future through the online side to share the results with the relevant 
government department, as shown in Figure 6. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: Classification Model 

 
3.4.  Evaluation Phase 

In this phase, the five previously selected algorithms are evaluated randomly: SVM, DT, KNN, RF, 
and NB. that were previously applied in the classification phase.  this is done by calculating the Confusion 
Matrix, Accuracy, Recall, Precision and F-Score for each algorithm. The benefit of this phase is to compare 
the algorithms applied to the features of each of the three government departments. And then choose the 
algorithm with the highest accuracy to work with in the future to contact the government department online. 

 
3.4.1.  Choosing best model based on the highest accuracy 

In this step, choosing the best model that gave the highest accuracy among the other models. To 
install it and work with it in the future in the online side. After the model is well trained on a sample of ECR 
data and gives good results, this model is able to classify and predict the government department's need of the 
ECR data entered into it. So that each government department has its own model that works on predicting its 
needs. The benefit of this step is to build a model with good capabilities in predicting the needs of the 
government department. 

Orange DM program was used to compare the results between the five algorithms SVM, DT, KNN, 
RF, and NB. The results were similar to the Python program in a pictorial form, through which it is possible 
to know the results with ease. [27]. 

 
 

3.5.  Prediction Phase 
In this phase, and after we have chosen the best model for working with the concerned government 

department, where the prediction is as follows: 

1- Military department 
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The proposed system predicts the citizens covered by the military within the age group and conditions 

(features), chosen by the Military Department, the result is Armed soldier or unarmed soldier or not a 

soldier. 

2- Social Welfare department 

The proposed system predicts the citizens covered by the Social welfare within the age group and 

conditions (features), chosen by the Social Welfare Department, the result is eligibility for social 

insurance, first or second or third or fourth or fifth degree. 

3- Statistics-planning department 

The proposed system predicts the citizens covered by the Statistics and planning within the age group 

and conditions (features), chosen by the Statistics and planning department, the result is baby girl, baby 

boy, teenage girl, teenage boy, young woman, young man, woman, man, old woman, old man. and The 

Following Figure 7 depicts the workflow in detail for our proposed system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: workflow in the proposed system. 
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3.6.  Prediction Phase 
After training the model for each government department of the three departments (Military, Social 

Welfare, and Statistics-Planning), which obtained the highest accuracy. Work is being done to create 
websites for each government department that will display the results that were predicted via the online side. 
Data is initialized and SVM, DT, KNN, RF, and NB algorithms are trained and the model with the highest 
accuracy is selected in the offline side in the National ID Department in order to maintain the confidentiality 
and privacy of citizens' data. The results of each department are being prepared through the department's 
website, in the online side. This data is updated over time and as a result of the ECR data refresh. The 
government department cannot modify the original data, but it can use the data that appears on its website, 
such as copying, printing and other uses. 

 
4. RESULTS AND DISCUSSION 

Based on the above test of five ML algorithms (SVM, DT, KNN, RF, and NB) on the ECR data for 
classification and prediction of the needs of three government departments (Military, Social Welfare, and 
Statistics-planning), shows the proposed system the following results. 

 
4.1.  Military   

Offline way, the SVM algorithm shows higher accuracy (100%) Compared to other algorithms in 
the government Military department, as shown in Figures 8, 9, and 10: 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Evaluation Results 
 

 
 
 
 
 
 
 
 
 
 

Figure 9: Confusion Matrix of SVM 
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Figure 10: Distribution of SVM 
 

After selecting the SVM algorithm that showed the highest accuracy, the system predicts the needs 
of the military department, and then shares the results via the department's website in an online way, as 
shown in Figures 11 and 12: 

 

 
Figure 11: Website login to the military department 
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Figure 12: Data website of the military department 

 
 
4.2.  Social welfare   

Offline way, the random forest algorithm shows higher accuracy (99%) Compared to other 
algorithms in the government Social welfare department, as shown in Figures 13, 14, and 15: 

 
 
 
 
 
 
 

 
 
 
 
 

 
Figure 13: Evaluation Results 

 

 
Figure 14: Confusion Matrix of Random Forest 
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Figure 15: Distribution of Random Forest 

 
After selecting the random forest algorithm that showed the highest accuracy, the system predicts 

the needs of the social welfare  department, and then shares the results via the department's website in online 
way, as shown in Figures 16 and 17: 

 

 
Figure 16: Website login to the social welfare department 
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Figure 17: Data website the social welfare department 

 
4.3.  Statistics and Planning 

Offline way, The SVM algorithm shows higher accuracy (100%) Compared to other algorithms in 
the government statistics and planning department, as shown in Figures 18, 19, and 20: 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 18: Evaluation Results 

 
Figure 19: Confusion Matrix of SVM 
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Figure 20: Distribution of SVM 

 
After selecting the SVM algorithm that showed the highest accuracy, the system predicts the needs 

of the statistics and planning department, and then shares the results via the department's website in an online 
way, as shown in Figures 21 and 22: 

 

 
Figure 21: Website login to the statistics and planning department 
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Figure 22: Data website the statistics_ planning department 

 
 
5. CONCLUSION AND FUTURE WORK 

the process of discovering the hidden knowledge in the data know DM Including ECR data[28]. 
Classification is the DM technique that allocates a category label to a set of unclassified data. The main 
objective of this paper is to create an e-government project by sharing ECR data in the national identity with 
a selected group of state departments (online) way after predicting the categories and needs of these state 
departments in the (offline) way using a set of Machine learning algorithms and choosing the most accurate 
algorithm for later online use. For future work, it seems that the real data of the ECR can be used and shared 
with all government departments, i.e. under the need of each department. Furthermore, it is important to 
mention that the work should be performed online, and offline at the same time to maintain the 
confidentiality and privacy of such data and create an integrated e-government project that includes all the 
joints and ministries of the Iraqi state. 
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