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Abstract: 

The forecasting of electrical loads critically supports energy management policy decisions. The aim of 

this study is to develop methods for predicting electrical load, as vector regression has been applied to 

predict electrical load, and the quality and stability of the SVR model depends greatly on the selection 

of optimal parameters, and the study proposes a new approach: Evolutionary SVR algorithms that solve 

problems of optimizing all parameters (SVR) To evaluate the values of three typical parameters, the 

supporting vector regression was combined with the genetic algorithm and chaotic genomic algorithm 

(SVR), and the electrical load 1980-2019 was used as a dataset, and compared the results (GASVR) 

with (CGASVR) to choose the best form for predicting the electrical load where the results show that 

more superior and efficient CGASVR model based on MSE, MAE, MAPE and MPE criteria to predict 

validity. 

Key terms of study: support vector regression, genetic algorithm, fitness function, chaotic genetic 

algorithm 

 

Introduction: 

Electric power is one of the main sources of energy that contribute significantly to all sectors that 

promote the development process of the country's progress. Electricity is one of the main sources of 
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energy that contributes significantly to all sectors that promote the development process of the 

country's progress, as a result of the increased use of the basic requirements in the economy, it plays an 

important role in the process of economic and cultural growth and prosperity. 

The use of electric energy is one of the most important aspects of civilization and development. It is a 

measure of progress and prosperity in any society because of the services that this energy provides. The 

accuracy of forecasting future electricity loads has thus received increased attention for its important 

role in future planning state economic eectors. The study aims to find the best statistical method used to 

predict electricity consumption by selecting the best statistical model for forecasting. Many researchers 

have used artificial intelligence techniques to improve prediction of electric loads where the neural 

network showed improved performance is acceptable for improving the accuracy of forecasting 

electricity loads, but she has problems as she takes a long time training and also has difficulty finding 

the optimal solution, to overcome its shortcoming (NN) has received many hybrid applications along 

with statistical methods, SVR was used for its outstanding non-linear performance to solve prediction 

problem a model (SVR) used with both evolutionary hybrid algorithms makes the resulting model an 

ideal and efficient tool for increasing the predictive accuracy of an electrical load,also, non-linear CGA 

use is excellent performance for searching for ideal parameters in a form (SVR). Three key parameters 

(C, σ, ε) play a critical role in the performance of SVR, since prediction accuracy suffers from a lack of 

knowledge in the selection of parameters in (SVR). To create a form (SVR), you must set and choose 

parameters (SVR) carefully, the choice of parameters in the (SVR) model greatly affects the accuracy 

of prediction. So this study proposes evolutionary algorithms to determine the supporting vector 

regression parameters that solve the problems of optimizing all parameters (SVR). 

Thestudy[4] hybridized a supporting vector regression model with the (GA) to predict the daily tourist 

flow of holidays. Daily tourist flow data are used during holidays from 2008 to 2012, results have 

shown that the (GA-SVR) model is more effective and reliable than other alternative models. 

 A team of researchers [15] created an improved model (SVR) for predicting damping ratio in the cable 

package of particles, and the use of (GA) to identify optimal variables for improved predictability, the 

results found that the (SVR)that supports the proposed(GA) provides better predictability.  

A study [7] provided a model for predicting electrical load based on (SVR) and (CGA) to improve 

prediction performance. To solve premature local optimization in choosing three parameters of the 
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(SVR) model, the proposed (CGA) is used, which is based on the chaos optimization algorithm and 

(GA), according to the research results, the(SVRCGA) model provides more accurate and reliable 

prediction results than(ARIMA) and other alternative models.  

Researchers [1] presented with a model of (SVR) and (GA) using the crystal network skeletal 

parameter to estimate the magnetic temperature of manganite-based materials, whereas the (GA_SVR) 

was compared to the (GSA_SVR) model on a fault-tolerant basis, the study found that the (GA_SVR) 

model showed better performance combined with less computational time. 

A study [5] provided a model application (SVR) for traffic flow prediction (CGA), If you use (CGA) to 

defeat local optimization in selecting three form parameters (SVR), the results have shown that (CGA) 

reduces the prediction error and raises the prediction accuracy. 

The current study dealt with a theoretical aspect that dealt with statistical methods used in forecasting 

and how to improve the accuracy of forecasting and another applied aspect in which the results were 

analyzed and the selection of the best model for predicting the electric load in the southern region. 

𝒔𝒖𝒑𝒑𝒐𝒓𝒕 𝒗𝒆𝒄𝒕𝒐𝒓 𝒓𝒆𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏 (𝑺𝑽𝑹) 

Vapnik support vector regression was developed in 1995, by introducing an alternative loss function, 

the regression version of (SVM) appears as an alternative and effective way to solve regression 

problems. This version is called vector support regression (SVR). 

Instead of using the prediction error in the training set (experimental risk reduction principle), the 

support vector regression formulation (SVR) follows the structural risk reduction principle, which is to 

lower the upper limit of the generalization line by entering strokes on a structure or curve a collection 

of functions to which an estimate is made(SVR ( provides greater potential for generalizing the 

relationship between inputs and outputs acquired during the training process, allowing it to make 

accurate predictions using new input data.[3] 

(SVR) is a nonlinear technique based on basic kernel, and to prove the principle of (SVR), consider the 

following regression problem:We assume that a set of training data has been obtained 

𝑠 = { 𝑥1, 𝑦1 , … … . . ,  𝑥1, 𝑦1 } 
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Whereas: 𝑥𝑖 : is the input vector ،𝑦𝑖 : Is its output values associated with xi. 

Regression function (SVR) which is 

𝑓 𝑥 = 𝑤 × 𝛷 𝑥 + 𝑏 … … … . (1) 

Whereas: 𝛷(x): refers to the function of nonlinear mapping,:𝑤:is the weight vector,  

b:represents the word "bias". [6] 

It can be calculated by reducing the regular risk function using the following formula: 

𝑅𝑖𝑠𝑘 =
1

𝑛
𝐶  𝐿𝑠 𝑦𝑖،𝑓(𝑥 ) +

1

2
 𝑤 2 … … . (2)

𝑛

𝑖=1

 

Whereas: 

𝐿𝑠 𝑦𝑖 , 𝑓 𝑥  =  
 𝑦𝑖 − 𝑓 𝑥𝑖  − 𝜀,  𝑦𝑖 − 𝑓 𝑥𝑖  ≥ 𝜀   

0                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          
  

Denotes the loss function (ε-insensitive);
1

2
 𝑤 2:represents the organizer that controls the trade-off 

between complexity and approximate accuracy regression model to ensure that the model can improve 

generalized performance, 𝐶: represents a function of the cost of measuring experimental risks. 

Non-negative stagnation variables 𝜁𝑖 , 𝜁
∗  can be used to represent the distance between real values to ε 

values in equation (2), so that the constrained model can be formulated according to the following:[13] 

min      
1

2
 𝑤 2 + 𝐶   𝜁𝑖 , 𝜁

∗ 

𝑚

𝑖=1

… . . (3) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 

𝑦𝑖 −  𝑤 × 𝛷 𝑥  − 𝑏 ≤ 𝜀 + 𝜁𝑖  

 𝑤 × 𝛷 𝑥  + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜁∗ 

𝜁𝑖 , 𝜁
∗ ≥ 0;   𝑖 = 1,2,3, … … 𝑙 
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Restricted optimization problem using the lagrangian model as follows: 

Maximize  𝑦𝑖 𝛼𝑖 − 𝛼𝑖
∗ − 𝜀   𝛼𝑖 + 𝛼𝑖

∗ −
1

2
   𝛼𝑖 − 𝛼𝑖

∗ 

𝑙

𝑗 =1

𝑙

𝑖=1

𝑙

𝑖=1

𝑙

𝑖=1

 𝛼𝑗 − 𝛼𝑖𝑖
∗  𝐾 𝑥𝑖 , 𝑥𝑗  … (4) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜                  

  𝛼𝑖 − 𝛼𝑖
∗ = 0

𝑙

𝑖=1

،𝛼𝑖 , 𝛼𝑖
∗   ∈  0, 𝐶 ،    𝑖 = 1,2,3 , … … . . 𝑙 

Whereas: 𝛼𝑖 , 𝛼𝑖
∗  : are the lagrangian multipliers,𝐾 𝑥𝑖 , 𝑥𝑗  : is the kernel function.and by solving the 

problem the best solution can be found as follows: [12] 

𝑓 𝑥 =   𝛼𝑖
∗ − 𝛼 𝑖 𝐾 𝑥،𝑥𝑖 + 𝑏 

𝑙

𝑖=1

… … . . (5) 

The kernallfunction is defined as follows: 

𝐾 𝑥𝑖 , 𝑥𝑗  = ∅ 𝑥𝑖 , ∅ 𝑥𝑗  … … . (6) 

Using kernel functions, the support vector regression (SVR) can be calculated without explicit mapping 

in the feature space. [6] 

There are four types of kernel functions used in the slope of the supporting vector (SVR): linear, 

polynomial, root base function (RBF), and sigmoid. performs three parameters such as regular 

parameter (C), kernel parameter (σ), and loss function parameter (ε),these parameters play an important 

role in support vector regression (SVR) performance. Consideration should be given to determining the 

appropriate parameters. [14] 

𝑮𝒆𝒏𝒆𝒕𝒊𝒄 𝒂𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 

(GA) is a random search strategy that uses natural genetics and evolutionary theory to search vast and 

complex areas.(GA) deals with a series of chains and independent (chromosomes), each of which 

constitutes a possible solution to the problem. The results of the fitness function are used to set the 

fitness score of each individual. )GA(is ideally suited to solve large-scale nonlinear optimization 

problems, and tends to find the optimal solution. [15] 
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Use genetic algorithm (GA) to optimize support vector regression parameters (SVR). 

) SVR(parameters must be set carefully to build an effective  𝑆𝑉𝑅 model.Increasing fit occurs as a 

result of the three incorrect parameters used in the supporting vector regression model (SVR) and the 

three parameters are 𝐶, ε, σ . 15 Below are the steps to improve the parameters (SVR) using a genetic 

algorithm (GA): 

Step 1 (binary string encoding):An initial set of solutions is generated randomly representing parameter 

values in a model (SVR).To form a binary string, the parameters (SVR) are specially encrypted. C is 

set to avalue [1,100], The ε range is set to [0.0001, 0.01], and the parameter σ is set to [0,1]. 

Step 2 (Evaluate Fitness):To assess the efficiency of the set of parameters (C, ε, σ), it is carried out 

using the average square root of error (RMSE). [10]In the training data set is written to the fitness 

function as (RMSE), which is defined as follows: 

𝑅𝑀𝑆𝐸 =  
  𝑦𝑖 − 𝑦 𝑖 2𝑁

𝑖=1

𝑁
… … … . (7) 

Whereas: 𝑦𝑖 :actual value,𝑦 𝑖 : expected value, 𝑁: is the number of forecast periods.[2] 

Step 3 (GA operators): To choose excellent solutions for repetition operators to use the roulette wheel 

procedure for each pair of individual chains(chromosomes), the probability of finding new solutions is 

(0.5). After the mutation process is a crossover process that determines whether the solutions intersect 

with the next generation. 

Step 4 (Stopping criteria): to improve the solution until the condition of cessation is achieved, The 

above steps are repeated for each of the parameters (C, ε, σ) corresponding to the lowest error in the 

model, with the best parameter (C, σ, ε) determined by the optimal structural fitness function.[10] 

fitness function 

A fitness function must be constructed to measure the efficiency of all solutions before searching for 

optimal (SVR) values,several estimation criteria (MAPE, RMSE, MSE) have been proposedwhich are 

used to compare the performance of the new model, and calculate the accuracy of the model estimation. 
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𝑀𝐴𝑃𝐸 =
1

𝑁
  

𝑦𝑖 − 𝑓𝑖

𝑦𝑖
 × 100%

𝑁

𝑖=1

،𝑀𝑆𝐸 =
  𝜎𝑡 − 𝜎 𝑡 

2𝑛
𝑖=1

𝑛
، 𝑀𝐴𝐸 =  

 𝑥𝑖 − 𝑥𝑛
𝑖=1

𝑛
  

Whereas: 𝜎𝑡 :Is the observed volatility of the period t,𝜎 :Is the expected volatility of the period t,𝑛: Total 

expected time period,𝑦𝑖 ,  𝑓𝑖 : represents actual values and prediction,𝑁:Number of forecast periods. 

To measure the results, the average percentage of error is usedthe prediction model is more accurate if 

the (MAPE)values are lower, the lower the value, the closer the results are to the actual data. [6] 

𝒄𝒉𝒂𝒐𝒕𝒊𝒄 𝒈𝒆𝒏𝒆𝒕𝒊𝒄 𝒂𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 

Genetic algorithm (GA) is a flexible and powerful way to solve the optimization 

problem,However,there are two main disadvantages in (GA) the slow convergenceand their occurrence 

at the local optimal level, Hybrid chaos sequences and (GA)are therefore combined to overcome the 

problem of convergence confined to local optimization which results mainly from reducing population 

diversity. 

The chaotic genetic algorithm (CGA) is an effective method for solving nonlinear and complex 

optimization problems. Its basic idea is to transform the problem variable from the solution space to the 

chaos space and then research the solution using three properties of chaotic variables: randomness, 

ergodicity, and regularity. [8] 

Using chaotic genetic algorithm (CGA) to optimize support vector regression parameters (SVR) 

The correct configuration of the three parameters (C, σ, ε) is critical to the efficiency and accuracy of 

the supporting vector regression (SVR).Often, getting each parameter to an optimal point does not 

produce good results for the support vector regression (SVR), so we can only get good performance 

when their combination reaches an optimal value. [9] 

Choosing the correct values for the supporting vector parameters has a significant effect on the 

performance and quality of the support vector regression (SVR). It represents one of the important 

problems in SVRthe accuracy of the support vector regression model (SVR)depends largely on the 

determination and selection of the parameters of the model (C, σ, ε).So you try different combinations 

of the three parameters by sampling the search space intermittently. Once the composition with 
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minimal quadratic error is found, it can be searched by reducing the sample interval around the set , the 

procedure is replicated until the validation precision does not change significantly, as a result, it is 

suggested that the chaotic genetic algorithm (CGA) be used to boost the parameters of (SVR).[11] [9] 

Statistical analysis 

We are using a real data  set for electricity load consumption in the southern area for the period (1980-

2019)which includes the dependent variable (annual electricity load consumption in the southern 

area(MW, h)) the independent variables that measure the impact of thesupporting vector regression 

model are both,)Gross Domestic Product (GDP) in Iraqi dinars, population(thousand persons),average 

per capita income in Iraqi dinars,the number of participants in the southern region,kilowatt price in 

dinars /kwh).To predict through the best model using (GA),(CGA), this is done by estimating 

parameters (SVR) which are (C, σ, ε),and use the (cross-valinda) method to divide the data differently 

and then divide it into three chapters to be estimated k=3. 

Table (1) estimation of parameters (SVR) and genetic algorithm (GA) 

Optimum parameters The average square of the 

error 

Volatility model 

𝜹 2.362 3.265 

C 6.214× 103 9.632 × 105 

𝜺 0.31 0.56 

Number of inputs K=3 p=1, q=2 

Random error smaller 2.362 3.951 

Source: from the work of the researcher using the program (Matlab 7.11) 

The table above shows the estimation of parameters (C, ε, σ), and the effect of the genetic algorithm 

model (GA) after multiple iterations to obtain a better technique for the model through the least random 

error،The results indicated that the average error of the variance (2.362) and in the model (3.265), and 

the value of the average error in the constant (6.214× 103) and the model 

)9.632 × 105)،and the value of the average error in the standard error (0.31) and the model (0.56). 
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Table (2) estimation of parameters (SVR) with chaotic genetic algorithm (CGA) 

Optimum 

parameters 

The average square of the 

error 

Volatility model 

𝜹 1.963 3.251 

C 4.263 × 103 6.952 × 105 

𝜺 0.23 0.59 

Number of inputs K=3 p=1, q=2 

Random error 

smaller 

2.563 3.842 

Source: from the work of the researcher using the program (Matlab 7.11) 

The above table shows the estimation of )SVR( parameters by the chaotic genetic algorithm (CGA) 

after multiple iterations to obtain a better technique for the model with the least standard error, the 

results indicated that the average error for the variation (1.963) and in the model (3.251), the value of 

the mean error for the constant (4.263 × 103), for the model (6.952 × 105), and the value of the 

average error for the standard error and model (0.23), (0.59), which confirms that the use of the )CGA( 

affects the )SVR( model and has high and effective techniques through the standard error values 

because it dropped after the process was repeated. 

From the two above models, it is evident that each model has values that indicate its quality and 

accuracy in selecting the required information. Given statistical equations and laws, we find that the 

model (CGA-SVR) is the best in terms of the accuracy required in analyzing the data.So a support 

vector regression method was chosen with the chaotic genetic algorithm to predict for eight futures 

years, electrical energy consumption. 

Table (3) future forecast values for electric power consumption (2022-2030) 

the years 

Forecast values of consumption using an 

algorithm 

CGA+SVR(Gigawatt hours) 
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Source: from the work of the researcher using the program (Matlab 7.11) 

Conclusions: 

The support vector regression was used with the anarchic genetic algorithm in this analysis to propose a 

new approach to predicting electrical loads, which showed several conclusions: 

 A chaotic genetic algorithm is an excellent tool for searching for the ideal parameters of the 

support vector regression and it works better than a standard genetic algorithm. 

 Combining the supporting vector regression with the chaotic genetic algorithm makes the 

resulting model (CGASVR) more efficient and accurate to predict electrical energy 

consumption. 

 The model (CGASVR) is valid for predicting electrical energy consumption and gives better 

results for forecasting than the model (GASVR). 
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