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1. Introduction 

The optimization is needed in every designing specialty, 

and issues are various and different. Normally, arrangement 

techniques are a functioning examination theme. Prior 

strategies to tackle advancement issues were computationally 

extraordinary, and turned out to be less helpful as issue sizes 

expanded. Organically motivated stochastic calculations were 

acquainted as computationally powerful choices with 

deterministic methodologies, including the iterative 

enhancement of alike a populace of arrangements, as in 

transformative, or a solitary arrangement. They generally 

utilize randomness and neighborhood looking to discover 

arrangements [1]. 

Many researches are presented for designing an ultra-wide 

band antenna. The design of this type of antenna is based on 

two methods. The first method, a trial-and-error method is 

used in finding the optimal dimensions of the antenna that 

achieve the requirements of the proposed design. The second 

method, some algorithms are used in finding the optimal 

antenna dimensions to achieve the desired results. Some 

related researches for second method will be illustrated below 

briefly.  

In 2014, the optimization process of using algorithms for 

the design of UWB antennas, in particular genetic algorithm 

(GA) and particle swarm optimization (PSO) have been 

presented in [2] for designing a UWB antenna. The results 

showed that the design antenna had a good radial pattern and 

gain with a wide performance width of 7.25 GHz over the 

operating range. 

In 2016, a study of a simple, compact, microstrip-fed 

printed antenna with a triple-band rejected facility was 

presented in [3]. Researchers used the firefly algorithm (FA) 

with the Antenna Optimizer software to achieve a better result 

than PSO. The results show that the proposed antenna design 

has useful gain and a simple structure, as well as having triple 

notch band over ultra-wide operating ranges that make it a 

good candidate for various UWB applications. 

In 2016 also, the benefits of optimizing the design of the 

UWB antenna using the FA are revealed [1]. The FA has given 

better performance than PSO and GA in the design of the 

proposed shape antenna. The study showed that the use of 

optimization algorithms such as GA, PSO, or FA, and since 

they make no assumptions about design, they can generate 

optimal data for specific design criteria. 

In 2020, a study for a novel design of microstrip with line-

feed antenna using modified hybrid of BF-PSO has been 

presented [4]. The study shows that better results are provided 

using the modified hybrid method when compared with the 

classical BF, chaos PSO, IWO, and ABC algorithms.  

In 2020, a proposed design of microstrip E-shaped antenna 

to operate in the broad frequency range using a PSO algorithm 

has been presented [5]. The working frequency of the proposed 

microstrip antenna after using the PSO algorithm was obtain 

an ideal gain according to which the antenna's E-shaped 

properties. Omni-direction characteristics have been obtained. 
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In 2020, a microstrip antenna for ultra-wide band 

application depending on the moth-flame optimization 

algorithm is designed [6]. The results found good radiation 

pattern and directivity. If this method is compared with the 

earlier methods, constant gain over the band of frequency is 

got. 

In 2021, a novel 3-Dimensions monopole microstrip 

antenna for biomedical application is proposed [7]. The 

dimensions of ground and radiating planes are found by using 

sparrow search algorithm (SpaSA). The proposed antenna was 

manufactured and the measured S11 was found to cover the 

desired frequency range. 

In general, the issue of electro-magnetic improvement has 

inconsistent and indistinguishable locations, and is merely a 

calculation in the form of approximation. There are two 

supportive circumstances of natural heuristics, namely, 

evading local optima, and adapting to multiple variable issues 

that are nonlinear. Algorithms derived from the natural process 

are stimulated and applied to various problems of optimal 

antenna design. These incorporates Runner Root Algorithm 

(RRA) [8], Sunflower Optimization Algorithm (SFOA) [9], 

Particle Swarm Optimization (PSO) [10] and Moss Rose 

Optimization Algorithm (MROA) [11]. 

In this paper, the newly adopted Moss Rose Optimization 

Algorithm (MROA) [11] is compared with Runner Root 

Algorithm (RRA), Sunflower optimization Algorithm (SFOA) 

and Particle Swarm Optimization (PSO) in a multi- objective 

circumstance through a design of a compact UWB printed 

patch antenna. Section 2 summarizes the main aspects of Moss 

Rose Optimization Algorithm (MROA). Section 3 reviews 

Runner Root Algorithm (RRA) and its main equations. Section 

4 presents the Sunflower optimization Algorithm (SFOA) and 

Section 5 discusses Particle Swarm Optimization (PSO). 

Section 6 presents the design procedure of a proposed compact 

UWB printed patch antenna with defected ground plane to 

increase its bandwidth. In Section 7, the optimization 

processes of the proposed antenna design using the 

aforementioned optimization algorithms are presented and the 

obtained results are compared.  Conclusions that are extracted 

from this paper are presented in Section 8.  

2. Moss Rose Optimization Algorithm (MROA) 

Moss rose optimization is an algorithm that is based on 

plant inspiration. Using several agents, it will create variable 

flowering diameters that will find best solution. Each flower is 

treated as N-dimensional space, which adjusts its diameter 

depending on several factors such as the clock of sunshine, 

photochromic creation and the number of hours staying within 

the sunlight. Each agent tries to modify its diameter using the 

information of the current diameter, the current flower age, the 

distance between the best diameter and the current diameter. 

Each agent monitors its coordinates in the space of the solution 

associated with the best solution (fitness) of one diameter [11]. 

The modification of the particle position can be 

mathematically modelled according the following equations 

[11]: 

1. Create of random variables represent flowering diameters. 

 fd (i) = [max − min ] × rand fd + min                                      (1) 

 

where, rand fd : are the diameters of roses. 

max and min are values depend on the application of Fitness 

function 

2. Generate the flowering age parameter that depends on the 

current diameter and maximum diameter that the flower will 

reach it. The equation of age is: 

f_age = (fd
max

 × TH) + fd                                                             (2) 

where fdmax is the maximum flower diameter, TH are the total 

hours of a day. 

3. Calculate the phytochrome parameter, which is depend on 

the maximum flowering diameter, hours of opining the flower, 

random hour of morning and minimum flowering diameter. It 

is given by: 

 phytochrome = fdmax × e− (0.27 × hour − 3)oh
 + fd

min
                   (3) 

where, 

oh : are the hours of maximum opining flowers. 

hour : is random value of time between (7 am and 3 pm). 

fdmin : is the minimum flower diameter. 

4. Calculate the new (fd) depending on the following equation: 

fd
new 

= fd
old

 + phytochrome × f
age

 × Pr (fdbest − fdold)           (4) 

where,  

Pr : are the red Photons (in nm).  

fdbest : is the best flowering diameter that is calculated based on 

fitness function. 

3. Runner Root Algorithm (RRA) 

This algorithm is a bio-inspired based algorithm such as 

artificial bee colony and improved differential evolution. This 

algorithm received low fitness and less standard deviation 

when compared to some algorithms, especially when applied 

to some problems in the field of powerful control theory. There 

has not been much research applying this method to optimal 

electrical engineering problems because this algorithm has a 

variable ability to deal with complex and large-scale problems 

[12]. 

Consider the following unconstrained optimization 

problem: 

 min f (x),  xl  ≤  x  ≤  xu                                                                (5) 

where the two vectors xl, xu represent the lower and upper 

limits of variables. When dealing with a restricted optimization 

issue, conventional methods may be used to transform it to an 

equal unconstrained problem [7]. RRA starts with a collection 

of Npop m-dimensional that create vectors randomly in the issue 

area, each of which serves as a mother plant. For each iteration, 

all plants that classified as mother excluding one mother 

(called the best one) create a branch plant randomly named as 

(daughter) but the best one creates a branch which equal to 

itself. If  xmother 
 k (i) represents the position of the original plant 

(mother) (k = 1, …, Npop) at the iteration i, and xmother 
1 (i) 

represents the best branch plant of the last iteration and 

xmother 
 k (i) (k = 2, …, Npop). Then, the original plants choose 
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between the daughters of the previous iteration based on 

method of roulette wheel. Therefore,  xdaughter 
 k (i) is determined 

as: 

xdaughter 
 k (i) = {

xmother 
1 (i)                           k = 1                 

xmother 
 k (i) + drunner × rk,    k = 2,…, Npop 

                      (6) 

where rk is a vector, whose elements are independent 

random integers in the range [- 0.5, 0.5] with a uniform 

distribution, and drunner is a scalar that represents the maximum 

distance between mother and daughter plants. It is worth 

noting that, according to Equation (6), the best plant of branch 

from the last repeating must be recognized both an original and 

a branch plant in the present repeating. It must note that a new 

rk must be created for any calculation of branch plant. The 

value provided to drunner must be big enough to allow original 

plants stuck in local min. to escape and search for the optimal 

universal solution (there location is between xu - xl from the 

present point). As a result, the runners play a critical role in 

avoiding trapping at local min., which the algorithm is 

successfully aids in avoiding besieging at these points. When 

the case is an optimal case with known variable limits, as 

stated in (5), the value of drunnur must approach the largest entry 

xu - xl. The objective function is assessed in the branch plant 

position that specified in the (6). 

|

min
k = 1,…, Npop

 f (xdaughter 
 k (i)) − min

k = 1,…, Npop

 f (xdaughter 
k (i − 1))

min
k = 1,…, Npop

 f (x daughter 
k (i − 1))

| ≥ tol  (7) 

When one of the branches (at least one plant) results in an 

important improved performance in the of minimization 

problem value when it is compared with the finest branch of 

the last repetition, the universal inspection is still effective 

according to (7) and the algorithm does not initiate the local 

search procedure. If the objective functions are designed in 

such a way that the denominator of Equation (7) has a 

possibility of being equal to zero, the absolute difference may 

be utilized instead of the term on the left side of the Equation 

(7). However, if (7) is not met, the local search should be 

performed. When designating the best branch plant among 

those computed in (6) as xdaughter, best (i) and generate vector 

when random modification is applied a to the random item of 

xdaughter, best (i) as xperturbed, k, then: 

xperturbed, k = diag  {1, 1, …, 1, 1 + drumner nk, 1, …, 1} × 

                                                                              xdaughter, best (i)   (8) 

where nk (k =1, …, m) is random number normally 

distribution (µ = 0 and σ = 1) and diag{…} is a diagonal matrix 

which the k-th repetition is = 1 + dnuner nk and all diagonal 

values except the k-th iteration is equal to 1. In order to 

increase the local search, determine xperturbed,k  for k = 1          

from (8). If f (xperturbed, 1) < f (xdaughter, best (i)) then xdaughter, best (i) 

← xperturbed,1 else xdaughter,best (i) still constant. Next step, 

determine xperturbed,k for k = 2 from (8) using the xdaughter,best (i) 

resulted. Also, when f (xperturbed,2) < f (xdaughter,best (i)), then make 

that xdaughter,best (i) ← xperturbed,2. If the condition is not met. Not 

make any change on xdaughter,best (i). This action will repeat for 

all of the m variables of xdaughter,best (i). The steps of random big 

local foundation have finished. A random step of small local 

foundation must be now addressed. This work is carried out in 

same manner as the previous local foundation with steps of 

random big local foundation, but only one change being that 

the following equation is used instead of (8): 

xperturbed, k = diag {1, 1, …, 1, 1 + droot rk, 1, …, 1} × 

                                                                          xdaughter, best (i)       (9) 

where drunner is much greater than droot that represents a 

constant scalar, the final result of steps of random big previous 

local foundation is xdaughter, best (i), and rk (k = 1, …, m) is 

randomized numbers uniformly distributed between                    

[- 0.5, 0.5]. Note that the two Equations (8) and (9) need not 

do matrix multiplications (only the entry of xdaughter, best (i) must 

be subjected to a randomly change). 

Following a local founding, the original plants of the next 

repetition are selected based on the branch plants of the current 

repetition using a combination of selection such as roulette 

wheel and elite. The selection process of elite is as simple as 

the following: 

xmother 
1 (i + 1) ← xdaughter, best (i)                                                 (10) 

Before choosing the all-remaining original plants of the 

next repetition based on the method of roulette wheel, the 

objective of k-th branch (k = 1, …, Npop) will determined using 

the follow: 

 fit(xdaughter 
k (i)) = 

1

a + f (xdaughter 
k (i)) − f (xdaughter, best (i))

 (11) 

where positive real constant is represented by a. It is worth 

noting that, according to (11), the best branch obtains highest 

objective value, that is equivalent to 1/a, while other branches 

receive lower objective values. Following the calculation of 

objective values, the selecting probability of the k-th branches 

of the current repetition as the original plant of the following 

repetition, pk, is computed as: 

p
k
 = 

 fit (xdaughter 
k (i))

∑  
Npop 

j = 1 f
it
(x

daughter 

 j
(i))

                                                       (12) 

4. Sunflower Optimization Algorithm (SFOA) 

A sunflower life cycle is consistent like the needles of a 

clock; they arise and follow the sun every day. They go in the 

other way at night to await their departure the next morning. A 

new algorithm based on flower pollination is proposed in [8]. 

This hypothesis depends mainly on flowering plants taking 

into account the biological process of reproduction. The 

unique behavior of sunflowers in their pursuit of optimal sun 

orientation is the basis of this study. Pollination was done 

randomly in this method depending on the shortest distance 

between Venus I and Venus i + 1. In fact, every part of Venus 

produces millions of pollen gametes. For simplicity, it will be 

imposed that each sunflower generates only one pollen gamete 

and has been reproduced independently. According to the 

inverse square law radiation, the intensity of the radiation is 

inversely proportional to the square of distance. His 

consciousness is that the amount of radiation is reduced to 

increase the square of distance. For example, doubling the 

distance reduces radiation by four times. The closer the plant 

is to the sun, the greater the radiation it receives, and the better 
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it will settle in these places. The opposite is true. Thus, the 

same idea is selected in this algorithm. Larger steps will be 

selected to reach the universal solution (sun) as feasible [9]. Q 

represents the quantity of heat that received by every plant and 

it is calculated as follows: 

Q
i
 = 

P

4 π ri
2

                                                                                    (13) 

Where P represents the source power and ri represents the 

distance between the plant i and current best. The direction of 

sunflowers to the sun can be modeled as: 

si⃗⃗  = 
X* − Xi

∥∥X* − Xi∥∥
,  i = 1, 2, …, np                                                (14) 

The step of sunflowers on the direction (s) is determined as: 

di = λ × Pi(∥∥Xi + Xi−1∥∥) × ∥∥Xi + Xi−1∥∥                                    (15) 

where (λ) represents the constant determining of the inertial 

displacement of plants, and Pi (||Xi + Xi – 1 ||) is the pollination 

probability, that is, sunflowers i pollinate those closest to it      

(i + 1), resulting in the production of a new individual with a 

random location that varies in the distance between flowers. 

Flowers that are closer to the sun will move at smaller steps 

than distant ones in the search for the best outcome. While 

moving further away from the sun more regularly, it is 

important to identify the greatest step that plants can move into 

so as to avoid the least possible global limit. The maximum 

step is defined as follows: 

dmax = 
∥∥Xmax − Xmin∥∥

2 × Npop 

                                                                 (16) 

Where Xmin and Xmax are the lower and upper limits, and 

Npop is the plants number for the total population. The new 

plantation will be: 

X⃗⃗ i + 1 = X⃗⃗ i + di × si⃗⃗                                                                         (17) 

At first, the algorithm creates a population, where this 

population may be even or random. Each individual's estimate 

helps to choose which of the sunflowers will go towards the 

sun, in addition to concluding which of these sunflowers will 

be the highest rated. All other individuals will make random 

movements in a particular direction to track the sun. The basic 

steps of SFOA are shown in Fig. 1. 

 

Fig. 1 Sunflower Optimization Algorithm (SFOA) pseudo code. 

5. Particle Swarm Optimization (PSO) 

     Swarm intelligence, or PSO, is influenced by social 

psychological theories and provides understanding of social 

behavior, as well as making a contribution to engineering 

applications. The proposed algorithm was first defined in 1995 

by [13]. 

It uses agents (particles) that form a swarm that roams the 

space in search of the best solution. Possible associated 

Particle is treated as a point in an N-dimensional space that 

adjusts its "flying" based on its own and other particles' 

experiences. In order to change its position, each particle uses 

its current position, its current velocity, the distance between 

it and its personal best position (pbest), and the distance 

between it and its global best position (gbest). In the solution 

space, every particle keeps track of its location, which are 

based on the best solution (fitness) achieved so far. This value 

is known as p-best, or personal best. The PSO also keeps track 

of the best value obtained so far by any particle in the particle 

vicinity. This value is referred to as the g-best value. A random 

weighted acceleration at each time step serves as the basis for 

PSO's basic concept of accelerating each particle to its p- best 

and g-best locations. Particle position adjustments can be 

mathematically modelled by the following equation: 

Vi
 k + 1 = w Vi

 k + cl rand1(…) × (pbest
i

− si
 k) + c2 rand2(…) × (gbest

i
− si

 k)     (18) 

where, 

Vi
 k + 1 : velocity of particle i with iteration k. 

w : weighting function. 

c1 and c2 : weighting factors. 

rand : random number with uniform distribution between 0 

and 1. 

 si
 k : current position of particle i with iteration k. 

pbesti : personal best of agent i. 

gbesti : global-best of the group. 

The weighting function is modified based on the following 

equation: 

 w = w Max −
[(w Max − w Min) × iter]

Imax
                               (19) 

where, 

w Max = maximum acceptable weight. 

w Min = minimum acceptable weight. 

Imax = number of maximum iterations. 

iter = number of the current iteration. 

6. Proposed Compact UWB Patch Antenna 

A compact UWB printed patch antenna is proposed in this 

section to operate at the frequency range (4.3 - 13) GHz as 

shown in Fig. 2. A dielectric substrate FR4 is chosen with 

dimensions of (12 × 21.5) mm2, dielectric constant of εr = 4.4 

and thickness of 1.6 mm. The shape of the radiated patch is 

chosen as a rectangular one with width (W) and length of          

(8 mm) and fed by a microstrip line of dimension (Wf × Lf). On 

the ground plane side, a partial ground plane technique is used 

in order to increase the antenna bandwidth. It has a length of 

(Lg) and a width of (12 mm). T-shape slot with horizontal 

opening of dimensions (S and S1) and vertical opening of 

dimensions (L and L1) is introduced in the defected ground 

plane. The dimensions of the radiating patch, defected ground 
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plane, and feeder line are the essential boundaries in the 

antenna configuration that should be optimized based on 

MROA, RRA, SFOA and PSO. The results obtained from 

these four algorithms are then obtained and compared. 

 

Fig. 2 the proposed UWB printed patch antenna in front sight and back sight. 

There is objective to be fulfilled. The antenna should be 

matched at the frequency range (4.4 - 13) GHz. 

 Ft = 
1

n
∑ p( f )

f2

f1

                                                                           (20) 

where, 

 p( f ) = {
− S11     for  S11 ≥ −  10

    0        for  S11 < −  10
 

7. Simulation and Results 

In the antenna optimizer, shown in Fig. 3, the simulation 

steps contain two programs that operated together by 

instructions.  

As shown in the equation (20), S11 represents the reflection 

coefficient (in dB), and n is the number of selected samples. 

The operating bands defined by f1 and f2 have values of 4.4 

GHz and 13 GHz respectively. The values of parameters 

needed in the implementation of the four optimization 

techniques of MROA, RRA, SFOA, and PSO are given in 

Table 1. The dimension constraints of antenna elements (in 

mm) are as follows: 

g1(W, Lg , Wf , Lf , S1, S, L1, L) > 0 

Lower bounds: 

(W, Lg , Wf , Lf , S1, S, L1, L) = [1, 7, 1, 7, 3, 0.5, 1, 1] 

Upper bounds: 

(W, Lg , Wf , Lf , S1, S, L1, L) = [5, 13, 3, 14, 5.5, 2.5 3, 6] 

 
 

 

Fig. 3 Antenna Optimizer Simulation Steps. 

The optimized values of antenna element dimension based 

on the four comparative algorithms are illustrated below in 

Table 2. 

The reflection coefficient responses (represented by S11) 

and voltage standing wave ratio (VSWR) responses of the 

proposed UWB based on the four optimization algorithms are 

obtained with the help of CST microwave studio software [11], 

and shown in Fig. 4 and Fig. 5 respectively. 

It is clear from Fig. 4 that the antenna covered frequency 

range based on the proposed dimensions that found by MROA 

was found as (4.5 - 13.8) GHz with minimum S11 value of 

about - 37.5 dB at 7.901 GHz. The minimum value of VSWR 

at 7.091 GHz was found as 1.028.  

 

The range of frequencies obtained using this algorithm is 

greater than all dimensional designs obtained using other 

algorithms. The corresponding values of frequency range, 

minimum S11, minimum VSWR and minimization of objective 

function (Ft) based on all optimization algorithms are 

tabulated in Table 3.  The smallest elapsed time to find optimal 

dimensions has been achieved when using MROA algorithm. 

Table 3 shows the time elapsed for each algorithm. 

It is concluded from Table 3 that MROA is superior 

compared with RRA, SFOA, and PSO. The UWB printed 

patch antenna designed on the basis of MROA shows 

compactness, the widest covered frequency range and the 

lowest values of S11, VSWR, run time, and Ft. 
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Table 1. Parameters values of the four optimization algorithms. 

Algorithm Parameter Value 

MROA 

No. of flower’s diameters 50 

 Max fd. 4 cm 

Min fd. 0.5 cm 

Red photon value 660 nm 

Clock time 7 am – 3 pm 

No. of iterations 10000 

No. of runs 20 

RRA 

Number of mother plants 50 

Length of runners 2 

Length of roots 0.01 

Number of variables  10 

No. of iterations 10000 

No. of runs 20 

SFOA 

Number of sunflowers 50 

Pollination rate, best values 0.01 < p < 0.10 

Mortality rate, best values 0.01 > m < 0.10 

Survival rate, best values 0.80 > s < 0.90 

No. of iterations 10000 

No. of runs 20 

PSO 

No. of population 1 

Population size 50 

Weight   0.4 - 0.9 

R1, R2, C1, C2 Random 

No. of iterations 10000 

No. of runs 20 

 

Table 2. Optimized element dimensions of the UWB antenna of the four 

algorithms (in mm). 

Antenna 

Element 
MROA RRA SFOA PSO 

W 6.8390 7.0000 5.9204 5.0239 

Wf 2.5627 2.0911 2.0971 4.7915 

Lf 12.813 13.000 10.485 9.2539 

S1 4.5396 4.9106 5.0873 4.7915 

L1 1.2019 2.7297 1.7755 2.0681 

S 2.0734 1.5011 1.7254 1.3821 

L 4.2376 3.9616 3.4027 4.0662 

Lg 11.026 11.820 11.612 12.021 

 
Table 3. Antenna responses based on the four optimization algorithms. 

Value MROA RRA SFOA PSO 

Covered 

frequency range 

(GHz) 

4.489-
13.784 

4.455-
12.288 

5.531-
7.835 

9.682-
15.666 

Resonant 

frequency (GHz) 
7.901 5.000 7.000 11.000 

Minimum S11 

(dB) 
-37.062 -16.878 -15.99 -30.651 

Minimum VSWR 1.028 1.33 1.37 1.06 

Minimum Ft -126.021 -128.425 -127136 -126.687 

Elapsed times (s) 36.3038 249.797 41.414 63.669 

 

 

 

Fig. 4 Antenna S11 values for the four optimization algorithms. 

      

Fig. 5 Antenna VSWR values for the four optimization algorithms.
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8. Conclusions

This paper has indicated the advantages of utilizing bio-

inspired advancement to improve the design of UWB printed 

patch antenna. A compact UWB printed patch antenna has 

been designed and optimized in this paper using four plant 

inspired optimization algorithms. They are namely: the newly 

adopted Moss Rose Optimization Algorithm (MROA), Runner 

Root Algorithm (RRA), Sunflower Optimization Algorithm 

(SFOA) and Particle Swarm Optimization (PSO). It is shown 

that antenna design based on MROA accomplished a 

wideband frequency range of (4.489 - 13.784) GHz for  

S11 < - 10 dB. At a resonant frequency of 7.901 GHz, the 

antenna design based on MROA also shows the minimum S11 

value of - 37.062 dB and minimum VSWR value of 1.028. The 

smallest value of run time is obtained using MROA.  
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