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Abstract 

Text similarity is critical in a variety of applications, including word processing, signal processing, 

imagery, data mining, wireless sensor networks, etc., where text similarity measurements can detect 

whether texts are lexical or semantic similar. Semantic text similarity is the term that uses to describe 

similarities based on meaning. Although this function is very challenging, it remains an active subject 

of study due to the complexities of natural language. The second type is lexical similarity whereby 

this type can be used to eliminate repetition by grouping similar texts together provided that two texts 

are very similar. It is important to remember that traditional text similarity approaches only look at the 

actual words in a phrase to compare two texts. Depending on the use case, it’s easier to build and 

manage and offers a better trade-off. This paper examines current work on text similarity and divides 

it into four categories. Techniques based on strings, Corpus, knowledge, or hybrid similarities, these 

categories are all comparable. There are also examples of different combinations of these techniques 

for matching text and finding similarities between two texts. A smart method is proposed to find out 

the similarity between two texts called the fuzzy data similarity (FDS), and to prove the efficiency of 

the proposed method, it was compared with the most famous methods, where the results showed an 

accuracy of the FDS about 93%.  

   

Keywords: Text Similarity, String-Based, Corpus-Based, Knowledge-Based, Hybrid Similarity, 

Fuzzy Data Similarity. 

 

1. INTRODUCTION  

The ability to easily locate the most relevant 

material from the vast sea of information 

available on the Internet is becoming more and 

more important. To find the most relevant 

information from a large group, we may use a 

variety of strategies aimed at studying the 

similarity of texts; Such as image processing 

[1], signal processing [2], artificial intelligence 

[3], wireless sensor networks [4], data mining 

[5], machine learning [6] and so on. Text 

summarization relies heavily on the similarity 

of sentences and paragraphs to effectively 

perform tasks such as retrieving information, 

compiling documents, and clarifying word 

meaning. The result is returned based on how 

well the user query text matches the content in 

the document results. In addition, text 

similarity plays a significant influence in the 

classification of both text and document 

classifications. The similarity of phrases, 

words, paragraphs, and documents can be 

measured to classify them effectively. Using 

this classification, we can find the most 

relevant content for the user's search. In this 

paper, several similarities are discussed, such 

as lexical and semantic[7], the first is a lexical 

similarity that can be used to remove 

redundancy by grouping similar texts together. 

If two texts are very similar, you can always 

get rid of redundant information. Consider 
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duplicate product listings or the same person in 

your database with little name difference or 

even HTML pages that are close to duplicating. 

You can use well-established methods such as 

BM25, PL2, etc., but you can also develop your 

idea using a scale such as a cosine or Jaccard 

and dice also for short texts. The second type 

focuses on how similar the two terms are in 

their meanings. This was the primary focus of 

the study of NLP in the past. Even if the 

phrases “I like fruit” and “I ate a lot of fruit” 

sound the same, they refer to something 

completely different. It usually takes a greater 

degree of examination to decipher the meaning 

of the phrase. This is just one humble example. 

The syntax is used by the majority of 

individuals to identify semantic similarities[8]. 

Figure 1 shows the text-similarity metrics that 

are divided into four categories. Finding word 

similarity is an essential aspect of text 

similarity, which is then used to compare 

phrases, paragraphs, and texts. 

 

Figure 1. Four major Measures of text 

similarity 

This paper uses a variety of methods, first 

string-based to introduce lexical similarity, then 

corpus-based and knowledge-based to 

introduce semantic similarity, and finally 

hybrid [9]. To introduce semantically 

similarities, corpus-based and knowledge-based 

algorithms are applied. Character composition 

and string sequences are used to calculate 

string-based measures (a string metric 

compares or matches two text strings based on 

their similarity or dissimilarity distance). 

Corpus-Based Similarity is a semantic 

similarity metric that examines words using 

data from a huge corpus. Knowledge-Based 

Similarity  (KBS) is a semantic similarity 

measure that uses information from semantic 

networks to determine the degree of similarity 

between words[9]. Each category s most 

popular items will be briefly explained.  

In this paper A smart new method is proposed 

to find out the similarity between two texts 

called the fuzzy data similarity(FDA ), and to 

prove the efficiency of the proposed method, it 

was compared with the most famous methods, 

where the results showed an accuracy of the 

FDA about 93%. 

The format of this paper is as follows: Section 

2 explains the string-based similarity 

algorithms in detail. The Corpus-Based and 

Knowledge-Based techniques are discussed in 

Sections 3 and 4, respectively. Section 5 

presents the hybrid similarity procedures. 

Section 6 presents the new proposal called 

Fuzzy Data Similarity. Finally, Section 7 

summarizes the results of the similarity 

methods. 

 

2. STRING-BASED SIMILARITY 

Character composition and string sequencing 

are both governed by string similarity metrics. 

A string metric is either a match or a mismatch, 

The comparison match measures the similarity 

or difference between two strings' distance. 

This paper includes the most common 

measurements of series similarity seven of the 

algorithms will be character-based, while the 

others will be term-based distance scales, as 

indicated in Figure 2. 

 

Figure 2. String-Based Similarity Measures 
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2.1. Character-Based Similarity 

1) Longest Common Substring (LCS) is 

the matching of the first string to the second 

string based on the appearance of the characters 

in both strings [10]. 

2) Damerau Levenshtein is a distance 

algorithm that calculates the number of 

operations necessary to change one string to 

another to find the distance between two 

strings. An operation is described as the 

addition of a single character, the deletion of a 

character, the replacement of two adjacent 

characters, or the substitution of two adjacent 

characters[11]. 

3) Jaro is used to connect the two strings 

by counting the number and sequence of 

similarities of characters. It is used extensively 

in the field of linking records and calculating 

the usual spelling differences [12]. 

4) Jaro Winkler is a Jaro space extension 

where it uses a prefix scale that is equivalent to 

strings that match from the start the length of 

that prefix[13]. 

5) Needleman Wunsch is a type of 

dynamic programming that is used for the first 

accuracy to compare biological sequences. It 

finds the optimal alignment between two 

sequences by using a global alignment. Since 

chains can be considered equal in length if they 

have a high similarity ratio, they work well[14]. 

6) Smith-Waterman finds the best match 

between the conserved domains of two 

sequences using a local alignment. Smith-

Waterman is useful in contrasting sequences 

that are similar to co-patterns or similarities 

that are within the larger sequence[15]. 

7) N-gram is a text sequence s n-item sub-

sequence. The n-grams of each character or 

word in two strings are compared using n-gram 

similarity algorithms. Divide the number of 

linked n-grams by the maximum number of n-

grams to get the distance[16]. 

2.2. Term based Similarity 

1) Jaccard similarity is the intersection of 

two sets divided by the union of two sets. It 

uses a lexical method to determine similarity by 

comparing characters, words, strings, and 

sentences. Similarities between two sentences 

according to Jaccard[17]. 

2) Block distance is also known as 

Manhattan distance. Here, the distance between 

two data points is determined by following a 

grid-like route. The total of their component 

inconsistencies determines the Block distance 

between two items[18]. 

3) The cosine Similarity of two vectors in 

an inner product space is a measure of 

similarity that takes into consideration the 

cosine of their angle[19]. 

4) The method for obtaining the Dice 

Coefficient is to divide the total number of 

terms in both series by the number of similar 

words[20]. 

5) Euclidean Distance is the square root 

of the total squared differences between the 

similar members of two vectors, or L2 

distance[21]. 

6)  The matching parameter is a vector-

based technique for determining the number of 

words in both strings where the matching 

parameter uses a non-zero vector[22].  

7)   The overlap coefficient is one of the 

types of term-based scales where the two 

coefficients are equivalent in the case of the 

first series being a subset of the second[23]. 

2.3. Results and Test String-Based 

similarity Algorithm 

The results show the calculation of similarity 

and accuracy based on the test of the two texts  

(s1, s2) where s1  represents the original text 

and s2  represents the text that contains a 

missing part or an error resulting from the 

receipt of the text. Three algorithms of both 

types were chosen to calculate the percentage 

of similarity between the two texts as shown in 

the two tables. Table 1 shows the results of 

character-based algorithms, while Table 2 

shows the results of term-based algorithms. The 

purpose of this test is to find out the percentage 

of similarity between two texts between [0 … 
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1], while the accuracy represents the accuracy 

taken to implement the approach. 

Table 1. Character-Based Similarity Measures 

                

Input Text 

Algorithm  

/Approach 

Similarity Accuracy  

S1 = Data 

mining is 

very 

important  

 

S2 = aata 

iiining is 

very 

important 

Jaccard 

similarity 

0.25     48% 

Cosine 

similarity 

0.87 83%  

Overlap 

Coefficient 

0.88 84% 

Table 2. Term-based Similarity Measures 

Input Text Algorithm /  

Approach 

Similarity Accuracy  

S1 = Data 

mining is 

very 

important  

 

S2 = aata 

iiining is 

very 

important 

Damerau 

Levenshtein 

0.88 84% 

 

Jaro 0.84 80% 

Jaro-Winkler 0.91 88% 

 

3. CORPUS-BASED SIMILARITY 

Corpus-Based Similarity is a semantic 

similarity metric that uses data from large 

corpora to determine word similarity. In 

language studies, the term "corpus" refers to a 

large collection of written or spoken items[24]. 

Figure 3 depicts the Corpus-Based Similarity 

Measures. 

1) Hyperspace Analogue to Language 

(HAL) is a semantic space formed utilizing the 

frequent recurrence of words, each matrix 

element in a word matrix shows the degree of 

linkage between the words in the row and the 

words in the column. The technique s user may 

then choose to remove the low entropy columns 

from the matrix. When examining the text, the 

emphasis word is put at the beginning of a ten-

word frame that captures neighboring terms 

that are classified as common. To construct the 

matrix values, co-occurrence is weighted 

inversely proportionate to the distance from the 

focal word; closer words are thought to 

represent more of the meaning of the word 

focus and are weighted higher. In addition, 

HAL maintains track of word order by 

interpreting frequent occurrences differently 

depending on whether the boundary word 

occurs first or last[25]. 

 

Figure 3. Corpus-Based Similarity Measures 

2) Latent Semantic Analysis (LSA) is the 

most widely used body-based similarity 

approach and LSA believes that words with 

similar meanings will appear in connected 

textual works. A word count matrix for each 

paragraph, with rows denoting different words 

and columns denoting each individual. A 

paragraph consists of several sentences and a 

large block of text. The mathematical idea is 

referred to as the "singular value". System 

Decomposition (SVD) technology is used to 

reduce the number of components in the 

system. Keeping the similarity of the class 

structure afterward, the cosine of the angle is 

used to compare the words. Between any two 

rows and the two vectors, it creates[26]. 

3) Generalized Latent Semantic Analysis 

(GLSA) is known as the approach to creating 

meaning-driven phrases and document vectors.  

By concentrating on term vectors rather than 

the dual document-term representation, it 

extends the LSA approach. GLSA necessitates 

a dimensionality reduction strategy as well as a 

semantic relationship measure between 

concepts. In the GLSA approach, any similarity 
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measure on the space of words can be paired 

with any appropriate dimensionality reduction 

method. In the last phase, the weights for the 

linear combination of term vectors are 

calculated using the standard term-document 

matrix[27]. 

4) Explicit Semantic Analysis (ESA) is a 

method is a vector representation of text 

individual words or full texts) that employs a 

document corpus as a knowledge base in 

natural language processing and information 

retrieval. In ESA, a word is represented as a 

column vector in the text corpus s TF–IDF 

matrix, and a document a string of words) is the 

centroid of the vectors representing its 

words[28].  

5) CLESA is an extension of ESA that 

supports several languages' cross-language 

explicit semantic analysis). To represent a 

document as a language-independent idea 

vector, CL-ESA employs a multilingual 

document-aligned reference collection. The 

degree of resemblance between two articles 

published in different languages may be 

determined by the cosine similarity between 

matching vector representations[29]. 

6) PMI-IR Point-wise Mutual Information 

- Information Retrieval) is a technique for 

finding word similarity that computes 

probability using AltaVista s Advanced Search 

query syntax. The PMI-IR similarity score is 

based on the proximity of two words on a web 

page[30]. 

7) SOC-PMI is an algorithm that has the 

advantage of being able to calculate the 

similarity between two words which doesn’t 

happen very often but does so in the same close 

terms. PMI is wise mutual information for 

classifying lists of adjacency terms keywords 

for the two target words for a huge set[31]. 

8) Normalized Google Distance (NGD) is 

a semantic similarity metric generated using 

Google s number of hits for a collection of 

keywords. In terms of Normalized Google 

Distance, keywords with similar or identical 

meanings in natural language are "close," and 

words with different meanings are "far[32]. 

9) DISCO is a method for extracting 

distributional similar words using co-

occurrences. Words with comparable meanings 

occur in similar contexts, according to 

distributional similarity. To obtain 

distributional similarity, large text collections 

are statistically evaluated. DISCO is a method 

for calculating word distributional similarity by 

counting co-occurrences using a three-word 

context frame. When DISCO calculates the 

exact similarity between two words, it simply 

takes their word vectors from the indexed data 

and uses the Lin measure to compute the 

similarity[33]. DISCO returns the second-order 

word vector for a given word when the most 

distributional comparable word is requested. 

DISCO1 uses collocation sets to compute the 

first-order similarity between two input words, 

while DISCO2 uses collocation sets to compute 

the second-order similarity between two input 

words. DISCO2 calculates the second-order 

similarity between two input phrases by 

combining sets of distributional related 

keywords[34]. 

3.1. Results and Test Corpus-Based Similarity 

Algorithm 

We tested a second class model Corpus-Based 

Similarity Point Mutual Information Approach-

Information Retrieval, Table 3 shows the result 

of the approach test PMI-IR. 
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Table 3: Corpus-Based Similarity Measures 

Input   Text Algorithm  / Approach Similarity Accuracy  

Text= this is a 

foo bus red car 

foo bus blue car 

foo bar barred car 

shep bus blue 

PMI-IR  Is   &   a    = 4.34, this &  is = 

4.36,a    &  foo  =2.85, car  &  

shep =2.86, 

red  & car  =2.85, bar  &  bar  

=2.39, 

bar  &  red  =2.31, car  &  foo  = 

2.25,  

shep & bus = 2.02, bus  &  blue = 

2.03, 

blue &  car  = 1.88, foo  &   bar   

= 1.86, 

foo  & bus  = 1.46,bus  &   red   = 

1.03, 

bus  & bus  = 0.79 

 

    82%  

 

 

4. KNOWLEDGE-BASED 

SIMILARITY  

Figure 4 shows a semantic similarity measure 

that is based on evaluating the degree of 

similarity between terms using the semantic 

network s knowledge and based on semantic 

similarity between them. Semantic association, 

on the other hand, is a larger sense of 

resemblance that encompasses both the idea 

and its form[35]. Measurements of semantic 

similarity and measures of semantic relatedness 

are the two types of knowledge-based measures 

of similarity. Six measures of semantic 

similarity exist. Three are based on the 

substance of the information, while the other 

three are based on the length of the journey. 

WordNet and the Natural Language Toolkit are 

the two most common programs for 

knowledge-based similarity measures (NLTK). 

In the realm of knowledge measurement, the 

most often used semantic network is 

WordNet[36]. Words That Are Similar 

WordNet is a massive English lexical database. 

Cognitive synonyms (synsets) are collections of 

nouns, verbs, adjectives, and adverbs that 

communicate different concepts. Conceptual, 

semantic, and lexical links link synsets 

together. 

 

Figure 4. Knowledge-Based Similarity 

Measures 

4.1.  Measures of Semantic Similarity 

Six scales of semantic similarity are divided by 

semantic similarity scales. Three of them are 

based on the contents of the information, while 

the other three are based on the length of the 

path. 

4.1.1 Information-Based Metrics 

1) RES is used for less common 

information content. The information content 

of nouns and verbs in WordNet is created using 

the repetition of concepts or tokens defined in a 

text or data set[37].   

2) LIN scale multiplies the information 

content of the least common dependent by the 

total of the information content of concepts A 

and B, such that the Least Common 

dependent's information content is measured by 

this amount[38]. 
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3) JCN is comparable to LIN Similarity in 

that both are inversely proportional to JCN 

Distance. The resulting score indicates how 

much information is required to express the 

similarity between the two ideas or synsets 

[39]. 

4.1.2 Path-Length-Based Metrics 

Path similarity is the method of finding the 

shortest path between two groups or ideas of 

knowing path similarities. The result is discrete 

and unnatural, and there are no weights on the 

edges[40].   

1) LCH gives a score indicating how 

close two-word senses are based on the shortest 

route connecting the senses and the maximum 

level of the taxonomy in which the senses 

exist[41].  

2) WUP is a statistic that examines the 

taxonomy s placement of concepts or synsets 

c1 and c2 about the Least Common 

Subsume[42].  

3) Path measurement provides a score 

indicating how close the two-word senses are 

based on the shortest path connecting the two 

senses in the classification[43]. 

4.2 measures of Semantic Relatedness 

1) HSO is a two-word lexical string 

finder. The maximum achievable degree of 

correlation is 16[44].  

2) LESK scale looks for luminosity 

overlaps between the two synchronization 

groups[45].  

3) Vector is the representation of each 

word used in WordNet semantics from a given 

set by a co-occurrence vector, and each 

luminosity/concept is represented by a vector 

representing the average of these frequency 

vectors[46]. 

4.3. Results and Test Knowledge-Based 

Similarity Algorithm 

From the third category, we tested the 

knowledge-based similarity in three ways to 

find out the degree of similarity between 

words. Table 4 shows the similarity with the 

implementation accuracy of the approach. 

Table 4: Knowledge-Based Similarity Measures 

Input Text Algorithm 

/Approach 

Similarity Accuracy  

 

S1= rat  

 

 

S2=lion 

RES 4.66 26% 

JCN 0.08 12% 

LIN 0.52 43% 

 

5. HYBRID SIMILARITY 

MEASURES 

The Hybrid Similarity Scale combines one of 

the group techniques listed below with one of 

the individual similarity measures listed above. 

Multiple similarity measures are used in hybrid 

methods, and several studies have been 

conducted in this area. In[47] eight measures of 

semantic similarity were examined, two of the 

scales were based on a group, while the other 

six measures were based on knowledge. These 

eight algorithms were first evaluated 

independently and then combined. The best 

results were obtained by adopting an approach 

that combines different measures of similarity 

into one measure. In [48]describes a method for 

determining the semantic similarity of highly 

abbreviated phrases or texts using semantic 

information and word order. First, the lexical 

knowledge base and the set of texts are used to 

determine semantic similarity. Second, the 

proposed strategy takes into account the effect 

of word order in a sentence on meaning. The 

number of distinct words, as well as the number 

of word pairs in different sequences, is 

measured by the similarity of the derived word 

order. In [49]he described an approach that its 

creators called Semantic Text Similarity  

(STS). This approach uses a combination of 

semantic and grammatical information to 

determine the similarity between two texts. 

They considered two required functions string 

similarity and tag similarity as well as one 

optional function common word order 

similarity). In [50]a revised vector space vector 
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model is proposed to remove the ambiguity of 

names. The experimental results indicate that 

additional factors identified in the publications 

may be very useful for resolving ambiguity in 

names with a high degree of certainty. The 

mixed name problem was found to be resolved 

fairly easily. With an F1 score of 0.97, rating 

scales have seen a significant improvement. In 

[51]the idea was to combine two modules to 

create a promising correlation between manual 

and instrumental similarity results. The first 

unit uses N-gram-based similarity to calculate 

the similarity between sentences, while the 

second unit uses the WordNet-based Concept 

Similarity Scale to determine the similarity 

between concepts in two sentences. In[52] an 

approach for similarity discovery using 

information from Tamil Indo WordNet, Tamil 

Wiktionary, and Oxford Tamil Dictionary is 

proposed. To determine similarity, we used the 

definitions and model sentences for each word 

provided by each of these resources. Human 

evaluated Miller Charles and Rubenstein Good 

enough data sets are used to test the proposed 

technology. 

 

6. THE PROPOSED METHOD 

Fuzzy Data Similarity (FDS): the proposed 

method represents the process of extract of the 

similarity data based on match text and 

extracting useful information. a fuzzy 

Algorithm is a powerful approach that is used 

for solving more problems such [53], [54], 

[55]. In the context of data mining, a similarity 

measure is a distance with dimensions 

indicating object characteristics. That is, if the 

distance between two data points is minimal, 

the objects will have a high degree of 

resemblance, and vice versa. Most similarity 

approaches use distance measures to assess the 

differences between a pair of objects, and one 

of the most common distance scales with which 

they are compared with the algorithm proposed 

(Jaccard similarity, Cosine similarity, Overlap 

Coefficient) [56], [57],[58], [59], [60].  

The fuzzy values are handled by the inference 

engine, which includes a rule base and a variety 

of techniques for inferring the rules, with a total 

number of 52=25 for the fuzzy rule base. As an 

example, IF FE(n) is high and SE(n) is low 

THEN the similarity (n) is Medium. All these 

rules are processed in a parallel way by a fuzzy 

inference engine. Then, the process of 

removing fuzzy values is performed to bring 

out a single clear and precise value from the 

fuzzy solution region. The CoG method of 

defogging is carried out by [61]. 

 

 

 

Where CoG is the center of gravity and Ui is 

the output of rule base i, Ci is the center of the 

output membership function for n rule base 

number. 

Figure 5 shows a "fuzzy data similarity " 

process. 

 

Figure. 5. fuzzy data similarity process 
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To test the work of the proposed algorithm, two 

texts are compared based on accuracy and 

similarity. Table 5 shows a comparison of the 

fuzzy data similarity algorithm with other 

methods.  

Table 5. Accuracy of the information 

Input Text Algorithm  

/Approach 

Similarity Accuracy 

 

S1 = Data 

mining is 

very 

important  

 

S2 = aata 

iiining is 

very 

important 

Jaccard 

similarity 

0.25 %48 

Cosine 

similarity 

0.87 %83 

Overlap 

Coefficient 

0.88 %84 

Fuzzy Data 

Aggregation 

0.96 %93 

As for choosing the similarity threshold, the 

similarity threshold is determined based on the 

type of application, It is clear through this that 

the higher the similarity percentage, the higher 

the accuracy of the information [58], [59]. 

Figure 6 shows the application of a similarity 

threshold ranging from (0..1) to the fuzzy data 

similarity algorithm. 

 

Figure 6. Percentage of accuracy after 

applying the threshold 

 

 

7. CONCLUSION 

Data can be extracted by knowing the 

percentage of similarity between two scripts to 

apply the necessary processors such as deleting 

duplicate data that occupies a large percentage 

of memory and others. In this paper, four 

textual approaches to problems are discussed; 

String Based similarity, Corpus, knowledge, 

and Hybrid. There are fourteen algorithms in 

the first category that indicates string-based 

similarity in two groups. first in term-based 

groups. Second, character-based. In the second 

category, nine algorithms Corpus-Based 

representing semantic similarity was presented, 

In the third category, nine knowledge-based 

similarity algorithms were presented, this group 

represents two types, the first type represents 

six based on semantic similarity, and the other 

two types, the first represents three algorithms 

based on the essence of information, while the 

other is along the path. The second group 

includes three measures of Semantic 

Relatedness. Finally, in the fourth category, the 

Hybrid Similarity Scale combines measures to 

address problems and obtain the best results, 

and several studies have been conducted in this 

area. In this light, a smart method is proposed 

to find out the similarity between two texts 

called the fuzzy data similarity(FDS ), and to 

prove the efficiency of the proposed method, it 

was compared with the most famous methods, 

where the results showed an accuracy of the 

FDS about 93%. In future work, I will use an 

FDS algorithm to handle problems that occur in 

the data and troubleshoot and process errors 

based on the similarity of texts. 
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