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1. Introduction  

There are many scientific fields including biomedical and biophysics have been investigated by 

integro-differential equations. There are three types of these questions; Fredholm Volterra or mixed 

integro-differential equations have been used for solving many problems in applied mathematics, such 

as modelling and bioinformatics. So, the numerical methods are used for these scientific subjects. Even 

though, extremely difficult in the nonlinear equation, there are numerical methods to solve the exact 

solutions of FVIDE which are the most approximation method [8, 17]. Recently, FVIDEs have been 

solved by matrix methods, for instance, the method is used to solve the system of differential equations 
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[2, 10]. There are many numerical methods approximation method, the Adomian decomposition 

method, the Chebyshev-Taylor collocation method, Haar Wavelet the Tau method, Wavelet-Galerkin 

method, the monotone iterative technique, the variation iteration method, the Tau method and the 

Walsh series method [5, 7, 9, 12, 13, 14, 15, 16, 17]. 

     The aim of this paper is to introduce a new technique to get better and faster numerical solutions 

depend on the Chebyshev and Legendre polynomials for solving linear Fredholm- Volterra integro-

differential equations [5]. 

               ∫                ∫              
 

 

         

 

 

            

under the mixed conditions 

∑      
         

       
                                                          (1.2) 

2. Numerical methods 

In this paper, the standard LST has been discussed to solve equations (1.1) and (1.2) by combining 

with the following basis functions [1]:  

* Chebyshev Polynomials                         * Legendre Polynomials 

2.1  Chebyshev Least- Squares Technique: 

 We will define Chebyshev polynomials by the following equation, [1] 

                                                                                                       (2.1) 

where   

                                                ,                                                                   (2.2) 

We assume the approximate solution as 

           ∑       

 

   

                                                                                       

   Where    and        are unknown constants and the Chebyshev polynomial of degrees (i) of the first 

kind which is for all         . Substituting equation (2.3) into equation (1.1), we get 

∑    
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 The residual equation has been given by 
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Let 

              ∫         
                   

 

 

                                                                    

Where w( ) is the positive weight function defined in the interval [c, d]. For simplicity set  w ( )=1, 

thus,  
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       {       ∫       ∑       
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We can get the values of          by minimizing the value of   as follows :  

 

                             
  

   
                                                                                                  

Then from (2.8) by applying (2.9) get: 
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Thus, (2.10) are generated ( +1) algebraic system of equations in ( +1) unknown  

           , or in the matrix form as follow: 
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∫                ∫               ∫            
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∫                ∫                ∫            
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,              ( 2.11 ) 
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,                                                                              (2.12) 

where 

     
   

 {  ∫              ∫            
 

 

  

 

 

}                                                  

         ∑    
      

 

   

 {  ∫       ∑       

 

   

     ∫        ∑       

 

   

  
 

 

 

 

}               

                                                                                                                                     

 

Property:     ̅ the matrix       defined in (16) is non-singular.         □ 

 

The equation (1.1) corresponds to a system of       ) linear algebraic equations with the unknown 

Chebyshev coefficients                , [23]. 

Another form of (2.15) by applying the conditions can be explained as 

                          

where  

                                                                                       (2.16) 

To get the solution of (1.1) under conditions (1.2), by changing the row matrices (2.16) by the last ( ) 

rows of the matrix form (2.15), we get the new augmented matrix [4, 11, 18, 19, 20, 21, 22]. 
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     ̃    ̃ 

therefore, the matrix A (thus the coefficients               ) is uniquely determined. Also, the 

equation (1.1) with conditions (1.2) has a unique solution.  

 

2.2  Legendre Least – Squares Technique:  

We will define Legendre polynomials by the following equation [1]:  

      
 

    

  

                                                                                     

where  

                    

we suppose the approximate solution as 

           ∑          

 

   

                                                       

by the same procedure in Chebyshev polynomials which have been discussed in section (2.1). We have 

(     ) algebraic linear system of equations in (     ) unknown Legendre coefficients         .  

3. Convergence analysis Chebyshev (Legendre) Polynomials 

Now we will review an estimate of the errors above based on the numerical methods which introduced 

in the second section, want to prove that as     the approximate solution   (x) will be converge 

to the exact solution      of (1).  



             Hameeda Oda Al-Humedi, Ahsan Fayez Shoushan, Al-Qadisiyah  Journal of Pure  Science,  Vol.(26) Issue  (1) (2021) pp. Math. 20–38                                25    

 

 

Note: We will suffice with proof of the convergence of the Chebyshev polynomial and likewise, the 

proof of the convergence of the Legendre polynomial. 

Lemma (3.1): [6]. Let      be in the Sobolev space   (-1, 1) and         ∑         
     

be the best approximation polynomial of      in         .Then       

                                                                ,                                    (3.1) 

where C is a positive constant, which depends on the selected norm and is independent of      and    

Proof: By using of the transformation  

                                                                                  (3.2)  

since,           , where,  
  

  
        (the Chebyshev weight ) 

                                        
  

 

 
               

                                                       (3.3) 

He is  following  the map      it is an analogy between          and the subspace to           

even from real functions . Furthermore, it maps   
        in space the periodic functions   

        . 

Actually, since                 then            it is a 2π - cyclic with all derivatives of the 

system up to    , whence      
        . Lastly, since |

  

  
|           , we also have  

                                           
                   for                                     (3.4) 

Let    denote the symmetric truncation to the grade  , i.e., 

  
  ∑    

     
 

    
 ∑    

   

 

    

  

It is easily seen that  

                                           
                                                   (3.5) 

Actually , since      ∑         
   ,       ∑          

    
∑   

 
   (          )

 
  

whence (3.5). Now, from  

                                                           
                                    (3.6) 

and (2.3) we get 

                   
 

√ 
        

                                       

thus,  

                                      

Theorem (3.2): [3]. Assume       is bounded, with x a Banach space, and assume  

        is one to one and onto. Further assume 
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                                                    ‖     ‖     as                                    ( 3.7 ) 

Then for all sufficiently large  , say     the operator            exists as a bounded operator 

from        . Moreover, it is uniformly bounded: 

                                                        ‖          ‖  ∞                                   (3.8) 

For the solutions of                      and          

                                                                                          (3.9) 

          
   

‖     ‖
‖     ‖  ‖    ‖     ‖          ‖‖     ‖                      (3.10) 

This leads to ‖    ‖    as ‖     ‖   . 

 

 

Proof: 

 A) We choose   search that 

      
   

‖      ‖  
 

‖        ‖
 

Then the inverse                       exists and is uniformly bounded by the geometric 

series theorem: 

‖                     ‖  
 

    ‖        ‖
 

Using                                               

          exists, 

                                   ‖          ‖  
‖        ‖

    ‖        ‖
                           (3.11)  

This shows (3.8). 

B) for the error formula (3.9) , multiply          by    , and then rearrange to obtain  

                      , 

subtract                 to get 

 

                                                                                             (3.12) 

                       , 

which is (3.9). Taking norms and using (3.10)  

                                         ‖    ‖      ‖     ‖                                        (3.13) 

Thus if      ,then      as     
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C) The upper bound in (3.10) follows directly from (3.9) as we have just seen. The minimum follows 

by taking the limits of (3.12), to get  

   ‖     ‖  ‖     ‖‖    ‖. 

This is equivalent to the minimum in (3.10). To get a minimum that is uniform in   note that for 

     

‖     ‖  ‖   ‖  ‖     ‖  ‖   ‖     

The minimum in (3.11) can now be replaced by  

   

‖     ‖   
‖     ‖  ‖    ‖. 

Combining this and ( 3.13 ), we have   

     
   

‖     ‖   
‖     ‖  ‖    ‖      ‖     ‖                                  ( 3.14 ) 

This shows that converges to x      converges to. Furthermore, if convergence does occur, then  

‖     ‖ and  ‖    ‖     exactly at the same speed. To apply the above theorem, we need to 

know whether ‖     ‖     as     .                                     

 

Lamma (3.3): [3]. Suppose      be Banach spaces, and let            be a sequence of 

bounded linear operators. Assume       converges for all    .Then the convergence is uniform on 

compact subsets of  ,  

Proof. By using the principle of uniform boundedness, the operators      are uniform bounded: 

     
   

‖   ‖    

The functions    are also equal: 

‖       ‖   ‖   ‖ 

Suppose   is  a compressed subset of  X. Then      is a set of functions with uniform and equal 

boundaries in the combined set  ; hence the standard result of the analysis is that       is uniformly 

convergent for    .                                                      

 

Lamma (3.4) Suppose X is a Banach space, and let      be a set of finite projections on X with 

       as      ,                                                  ( 3.15 ) 

Let       be compact. Then 

‖     ‖     as      

Proof. by definition of operator norm, 
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‖     ‖     
‖ ‖  

‖       ‖     
      

‖     ‖ 

With                      . 

The group      is compact. So, by (3.15) and the Lemma (3.3),  

   
      

‖     ‖    as     .                     

4. Numerical Experiment 

In this paragraph, we have investigated the combination of LST for solving high-orders linear FVIDEs 

with Chebyshev and Legendre's polynomials as the basis functions. The examples are solved to 

explain them precisely, and time of accomplishment of the method. The absolute error has been 

defined    

Error =                                           

where      is the exact solution and       is the approximate solution . 

Example 1. we considered second order FVIDE given as [1] 

            ∫        ∫                       
 

  

 

 

 

                  

  The exact solution is given as              . 

Where,                                                        

Firstly, an approximate solution      will be found using the combination of least-squares with the 

Chebyshev polynomial,  which defined in the form 

     ∑       
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From the given conditions, the augmented matrices are obtained respectively, as follows: 

                                         and                                        . 

If we replace the last two rows of the matrices W and G by the values of    and    in, then 
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. 

Thus, Chebyshev coefficients are calculated as:  

   ̃   ̃   
 

 
          

 

 
          . 

Therefore, the approximate solution of the problem taking     is the exact solution under the given 

conditions as follows: 

                                                 
             

 

            
       

       
  

which represent the exact solution,               . 
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Secondly, an approximate solution      will be found using the combination of least-squares with the 

Legendre polynomial, which defined in the form 
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For the given conditions then augmented matrices are obtained respectively, as follows 
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 If we replace the last two rows of the matrices W and G by the values of    and    in, then 
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 Thus, Legendre coefficients are calculated as 

   ̃   ̃                                                   

            

which is the exact solution (1). 

 

Example 2. Consider a second order FVIDE given as [1] 

             ∫        ∫           
 

  

 

 

 

With conditions,                                      

  The exact solution is given as            . 

Where       
 

 
                                  

Firstly, an approximate solution      will be found using the Chebyshev polynomial-least-squares 

technique, which defined in the form 

     ∑       
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For the given conditions                and         , the augmented matrices are obtained 

respectively, as 

                                        ,                                        , 

                                            

If we replace the last three rows of the matrices W and G by the values of        and    in, then 
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Thus, the Chebyshev coefficients are calculated as 

   ̃   ̃                                                                      

Therefore, the approximate solution of the problem taking     is the exact solution under the given 

conditions as follows: 
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Secondly, an approximate solution      will be found using the combination of least-squares with the 

Legendre polynomial, which defined in the form 
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and, 
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For the given conditions, the augmented matrices are obtained respectively, as 

                                              ,                                              

                                                 

 If we replace the last three rows of the matrices W and G by the values of        and    in, then 

 ̃                                                     
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Therefore, the approximate solution of the problem taking     is the exact solution under the given 

conditions as follows: 
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Finally, we get the approximate solution:- 

                                                          

Method[1] standard LST  

Exact solution   

 

Chebyshe

v Poly 

Legendr

e Poly 

Chebyshev  

Poly 

Legendre 

 Poly 

Error Error Error N=6 Error N=6 

0 0 0 1 0 1 1 0 

0900497 0900486 4.8133e-5 19094956032 6.1678e-5 190949424876 19095004165278 091 

0901988 0901969 3.9099e-4 19179675584 4.2222e-4 443584191796 191800665778412 092 

0904460 0904452 090013 19254025696 090014 192539790064 192553364891256 093 

0907889 0907865 090030 19318011648 090031 193179590016 193210609940029 094 

091224 0.1222 090058 193718 090058 1937175625 193775825618904 095 

091746 091730 090096 19415741632 090096 194157211456 194253356149097 096 

092351 0.2346 090144 19450394784 090144 194504007144 194648421872845 097 

093033 093027 090202 19476548096 090202 194765557504 194967067093472 098 

093783 093774 090264 19495243648 090264 194951769436 195216099682707 099 

094597 094550 090325 195078 090328 195075 195403 1 
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Table 1. The Numerical results for Example 2 

 

Figure 2.1:  Chebyshev -Least-Squares Technique  

 

Figure 2.2: Legendre-Least-Squares Technique 



36                     Hameeda Oda Al-Humedi, Ahsan Fayez Shoushan, Al-Qadisiyah  Journal of Pure  Science,  Vol.(26) Issue  (1) (2021) pp. Math. 20–38                                

 

 

 

6. Conclusions 

In this paper, we have studied Chebyshev and Legendre polynomials. Then, the solution of higher 

orders linear FVDEs of the second and third type using LST method it is considered polynomial as 

basic functions. We found that the combination of Chebyshev and Legendre polynomials with LST 

method is better than [1] and through the obtained Absolute error shown that the accuracy and efficient 

method. Furthermore, Chebyshev method is better than Legendre Polynomials in absolute error. 
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