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INTRODUCTION

In recent years, Automatic face recognition is ohthe important technology that is being usedtferlast
years, and has attracted much attention and itarels has rapidly expanded by not only engineetsatan
neuroscientists, since it has many potential apfios in computer vision communication and autéenatcess
control system[1].The face recognition system ¢c@mputer application capable of identifying or fgrig a person
from a digital image or a video frame from a vidamirce. One of the ways to do this is by compasigigcted
facial features from the image and a facial databtss typically used in security systems and barcompared to
other biometrics such as fingerprint or eye irisognition systems. Recently, it has also becomailpops a
commercial identification and marketing tool [2].[3

Over the last few decades many techniques hava pegposed for face recognition. All of these
techniques to human face recognition can be dividéa two strategies: geometrical features (Thishtéque

involves computation of a set of geometrical feegusuch as nose width and length, mouth positidrchim shape.
This set of features is then matched with the featof known individuals by calculating the Euchdedistance [4],
and template matching(here we are not trying tesif@ an image as a 'face’ or 'non-face' but giegrto recognize
a face by extract the whole facial regions :matrixpixels, and compare these with the stored imafdsiown

individuals. Where the feature based strategy nffey bigher recognition speed and smaller memoguirements,
template based techniques offer superior recognétxuracy)[5].
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10 Esra Jasem Harfash

However, for many patterns sets with a large nunalbdeatures and a limited number of observati@ugh as
bioinformatics data, usually many features are us¢ful for producing a desired learning result ahd limited
observations may lead the learning algorithm tar divéo the noise. Then the Solution to a numbigproblems in Pattern
Recognition can be achieved by choosing a bettturfe space. The appropriate selected featuresdsbheuobust against
geometry distortion caused by viewpoint change aridrmative so that they capture the uniquenessrofobject.
The benefit of using such features include sharteerted list thus memory efficient, higher releganfor the result

candidate set and faster recognition by acceleratgkdng [6].

This paper shows some popular feature selectiaimade are PCA/LDA/KPCA and KDA and its effective in
Automatic Face recognition depending on face94 fand95 databasd.o find out the efficiency of each methedere

applied as following:1) directly on images, 2) o8 Dimages features and 3) on FFT images features.
Face Recognition System

The Face Recognition system consist of importaquence of tasks as in figure 1 .In our work ,wefalowed

these processes steps to achieve the face recogpittblem according to face94 and face95 database.

Face Feature Face

— —
detection extraction Recognition

Figure 1: The General Face Recognition System
Face Detection

This process is considered one of the key proeesish can be defined as the process of determideeatract
the faces from the input images or video image. Wethods that is used to implement this task maynkbelves

segmentation, extraction, and verification of faged possibly facial features from an uncontrobadkground [7].

We are depended on Viola-Jones algorithm to detieetface part. This algorithm should be capable of
functioning in an unconstrained environment, thisaming that it should detect all visible facestiy aonceivable image

[8] .Figure 2 two images before and after the f@etction process.

arginal image Th dlected Face

20 40 60 80 100120

Th dtecied Face

20 40 G0 80 100120

Figure 2: A Successful Face Detection
Features Extraction

This task is defined as the process of extradtienfacial features from the input images. Theues could be
face regions, variations, angles or measures, wtachbe human relevant (e.g. eyes spacing) ofTinid. phase has other

applications like facial feature tracking or emati@cognition. [10].
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Face Recognition System Using PCA, LDA, Kernel PCA And KdrhDA 11
We are focused in this process on PCA, LDA, KP@A KDA of extracted important information from tface,
as we tested these methods, as shown in FigurelZsafollows:
» Apply directly on pixel image intensities
» Apply on DCT Coefficients of image ,
« And apply on FFT Coefficients of image

The above tests were applied to the training dti&a taking the overall averages, also been apjpliehe case of

taking the average of each class data.

S pply method i
Detected Face [ — . DT | Apply method _ Recognition
L FFT | Apply method |~

Figure 3: The General Outline of the Feature Extration.
Method is one of (PCA, LDA, KPCAnd KDA)

The following the methods that was depended inrésgarch:
» DCT (Discrete Cosine Transform):

In case of images, this transformation is usedhép the spatial variation into uncorrelated freqyevariation

[10]. We are used the two-dimensional DCT to extthe important coefficients in faces. The two-disienal DCT is

defined as:
F(x,y) = WOOW ) EH* 5 Y (6 j)cos [F20] cos [F27 (1)
Forxy=0,1,2,...M-1 andW(x) anda(y) are defined :
lfor k=
M
w(k) = (2)
k —fork #0

We are followed the following procedure to calcal&CT coefficients of images:
e Convert the images MxN to a gray images MxN, ananadize the resulted gray image .

* Apply DCT as in equation 1 on the resulted imagemfstepl, the result is MxN DCT Coefficients aswgtin
figure 4

* We are selected the first 10x10 upper left corfi@@T matrix
» Scan the resulted matrix in step 3 in Zigzag scan.

» After the scan ,select 100 features to representdich image

www.tjprc.org editor@tjprc.org
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detected face

DCT
;:'..‘._.i, T - ad 2
Fas ol Pl 7y 0
e ) -2
¥ i 4
b I
R 8

Figure 4: The DCT Coefficients

* Fast Fourier Transform

The Fourier Transform is an important image precgstool. This Transformation is used if we wamtatcess
the geometric characteristics of a spatial domaiage. The Fast Fourier Transform (FFT) is an effitiand fast
algorithm to compute the discrete Fourier transfdipfT) and its inverse[11l]. The DFT is given in tfalowing

equation

Fxy) = Tt S0 V(e 2 Gr ) 3)
Where Y(i,j) is the image in the spatial domainl &ne each point F(x,y) in the Fourier space. Tdiewing the
steps are followed to calculate FFT of images:
e Convert the images to gray images and then noreiliz

» Apply FFT according to the equation 3 .In most iempéntations the Fourier image is shifted that thkies
(i.e. the image mean) F(0,0) is displayed in th&ereof the image.
* Use the abs and then log functions :abs (log(FBT9oimpute the magnitude of the combined compon&das.

figure 5.

 We know that the second half of FFT carry no usaful duplicated information, so we can half thedattreat.

detected face

amplitude of Image

Figure 5: The Resulted FFT Coefficients
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Face Recognition System Using PCA, LDA, Kernel PCA And KdrhDA 13

e The PCA Technique

Principal component analysis PCA is standard techn used in statistical pattern recognition anghai
processing for data reduction and Feature extragtip].It is the way to find patterns in the daémd expressing the data
as a way to find similarities and differences betwehem. The analyzing patterns in a high-dimensiata may be
difficult, then the PCA represeat powerfulmethod for dealing with such data. The other bewéfPCA is not loss the

important information througidentifying the patterns by reducing the numbediafensions

The PCA face recognition finds eigenvectors, theigenvectors are called eigenfaces that reprebenglobal
feature of the training images.[13]. For Givenrinag set Y1, Y2,.. ., X:

«  Compute the mean vector

1
a. Me= ; i=1Yi (4)

e Compute theovariance matrix
b. € =Tt — Me)(Y; - Me)! (5)
e Compute the eigenvalue/eigenvector paiisyf) of C, 1<i<N, whereil >12>. . .> .

«  Compute the firsk principal componentg®= Yj'ui, for each observation;Y1 << n, along the directioniyi= 1,
2, - - -, kwherez" is the eigenface.

In the Figure 6 show the first 8eigenface thategponding to the largest eigenvalue.

Figure 6: Eigen Faces from one of the 8 Training $& with largest Eigenvalues
e The KPCA technique

The kernel principal component analysis is thelinear version of PCA that is constructed by usingernel
function is. By using a nonlinear mapping, the ds¢t can be mapped into a higher dimensional feaspaceF.
For certain feature spacEghere is a function for computing scalar produntfeature spaces .Given a set of centered data
Y ORV[14][15]:

29‘54:1 oY) =0 ©

PCA diagonalized the covariance matrixAn
C =% o) o)’ (7)

www.tjprc.org editor@tjprc.org



14 Esra Jasem Harfash

To find the eigenvaluels> 0 and eigenvectors satisfyiiigsr = Cv All solutions v withA # 0 must lie in the span
of ® (Y1), ® (Y2),...,® (YM). Then there exist coefficients (i= 1, 2, ...,M) such that :

v=3%L a0) 8)
By defining the kernel function as
k(Yi, Y)) = @ (Yi). @ (Y)) ©)
and K=( O(Yj). &(Y)) i=1...Mand j=1....M Then :
M AKa=K? o (10)
wherea is the column vector with entriesl,...,a . The eigenvalue problem is soltta = Ka.
For the principal component extraction, the progets onto the eigenvector§ivF are needed.
W . oY) = XL, aff (O(Y). ©(Y)) (11)
Where, Y as a test point adqY) is its image irF. With this method (as in PCA) we are:

» Find the average of training data

» Compute the eigenvector, and eigenvalue, see figure

* Then projections test images onto the resultechemgetors

Figure 7: First 8 Eigenvectors with Highest Eigenvlues (KPCA)

e The LDA Technique:

Linear discriminant analysis (LDA) is used in &#¢s, pattern recognition and machine learnin§jrtd a linear
combination of features which characterizes or sdpa two or more classes of objects or events.
The resulting combination may be used as a linkassitier or, more commonly, for dimensionality uetion before later
classification. LDA explicitly attempts to modektldifference between the classes of data. Suppese areN classes and
A Vi be the mean vector of claiss=1, 2,.. N, and of theMi is the number of samples in class=1, 2,.. N, then the total

number of samples is[16][17]:
M=3M, 12)

And Within-class scatter matrix:

Impact Factor (JCC): 7.1293 Naas Rating: 3.63



Face Recognition System Using PCA, LDA, Kernel PCA And KdrhDA 15

NSOy — ) (e — ) (13)
Between-class scatter matrix:
Sp =Xt — W) — " (14)
w=1/NYN,u (15)

The linear transformation is given by a matrlt whose columns are the eigenvectors $t,S,

(calledFisherfaces

lu,T(J

The eigenvectors are solutions of theneralized eigenvector problerSsu=A Sk .There are at mosil-1

&—M—W@—m (16)

non-zero generalized eigenvectors (ikesN).We areFollowed the following step compute the LDA eigenvector:
« Compute the average of training data
e Computer the highest LDA eigenvector, see figure 8

» Project Image Yto a linear subspacg = V; Y;, whereV is called projection matrix(, v2 ,..., vN-1 be the

corresponding eigenvectors)

» Classify by nearest neighbor

Figure 8: First 8 Eigenvectors with Highest Associed Eigenvalues (LDA)

* The Kernel LDA Technique

Kernel Methods are a new class of pattern anabjgisrithms which can operate on very general tygfedata
and can detect very general types of relations OAfe solve any problem in non-linear version offigher’s LDA, and to
do so, we would define between-class and withissclzovariance matrices in kernel space F ,we reédd eigenvalues

A and eigenvectorWfor ¢ class and M number of samples in each cthespew feature space[18][19]:

](W) _ wTspw (17)

wTsOw

Where

www.tjprc.org editor@tjprc.org



16 Esra Jasem Harfash

Suw = Xio i @) — u?)(@(V) — )" (18)
Between-class scatter matrix:

P =3¢y M —u®)(uf —u®)’ (19)
=3y (20)
wwill have an expansion of the form:

w® = 3, NI, of o) (21)

DO\T P D
oSl — g ... ] (22)

o _
Wopr = argmax,,o |w®)TsSw®| —

We can projectd(Y) to alower dimensional space spanned by theneigtors W.The following is the
algorithm that followed to calculate KDA and cld&sition:
» Compute the average of training data
» Computer the highest KDA eigenvector, see figure 9.
» Project test Image Yo a linear subspace to corresponding eigenvectors

e Classify by nearest neighbor

® &

Figure 9: First 8 Eigenvectors with Highest Associ®d Eigenvalues (KDA)

Face Recognition Techniques

In our research we have adopted Euclidian Distamze KNN methods at the recognition phase, thevotig

explanation of these two methods

* Euclidian Distance Method:

In classification problems the distance measigds determine the similarity or dissimilarity ben any pair of
objects. It is useful to denote the distance betw@e instances; andx; as: d &,x). By using the Euclidean distance

metric, the distance between each data objectla#dcusing the equation below[20]:

Dist = JZ’,¥=1(Xik = Xj3.)? (23)

The minimum distance mean the more similarity

Impact Factor (JCC): 7.1293 Naas Rating: 3.63
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* K Nearest Neighbour Method

The way in which the algorithm decides which oé thoints from the training set are similar enoughbé
considered when choosing the class to predict foew observation is to pick the k closest data tgoto the new

observation, and to take the most common class giti@se. The algorithm can be summarized as [2]t][22
* A positive integer k is specified, along with a neample
* We select the k entries in our database which lagest to the new sample
* We find the most common classification of theseiest
e This is the classification we give to the new saampl

EXPERIMENTAL RESULTS

The performance of the proposed method has beeduatgd on the face94 and face95 database.
Many experiments have been carried out on thedarésaselection methods to test its performance¢hériest phase, the
faces in testing set images are presented to #tarés selection methods to effect the recognitiothe following tables

shows the recognition rate and complexity timeraiiitdata for PCA/LDA/KPCA /KDA .

In tables 1 shows the results of the recognitimrueacy in the case of apply selection featurehaust of directly

on the images training data, as in the this tablesv the results with the averages of all face esagither note where

results were taken Average per class.

Table 1: Accuracies of Direct Apply

Average of Average of each
Direct All Training set | Classes

DIST KNN DIST KNN
PCA 95% 95% 89% 88.5%
LDA 93.3% | 95% 93.9% | 93.3%
KPCA |96.9% | 96.9% | 96.9%| 96.9%
KDA 96.9% | 96.9% | 96.9%| 96.9%

The tables 2 and 3 are shown the results havirgieap the PCA/LDA/KPCA /KDA on DCT and FFT
coefficients after taking the overall averages ficiehts for all the training images, and the ageraf coefficients for
each class

Table 2: Accuracies on DCT Coefficients

Average of Average of Each

DCT All Training Set Classes
DIST KNN DIST KNN
PCA 94% 94% 88% 88%
LDA 92.9% | 92.9%| 95.9% 95.9%

KPCA 94% 94% 95.9%| 95.9%
KDA 95.9% | 95.9%| 92.9% 92.9%

www.tjprc.org editor@tjprc.org



18 Esra Jasem Harfash

Table 3: Accuracies and on FFT Coefficients

Average of Average of each
FFT All training set classes
DIST KNN DIST KNN
PCA 41.8% 45% 60% 58%

LDA 88% 88% 87% 86.9%
KPCA 55% 55% 52.7% 52.7
KDA 55% 55% 62% 60%

Note from Table 1 and 2, that the performance lbfeatures selection methods with recognition téghes
(measure distance and KNN) are better, it is nabite that Kernel methods is relatively better thiaaar methods. In
table 3, we note that most of the testing resuksless than the in Table 1 and 2, with the exoaptif the LDA have

yielded a significant result with FFT coefficients.
Through the experiments, we are calculate the tifreach method according to the training data aabifes 4 and 5.

Table 4: Time Complexity of Training Images Set inAverage all Training Data

Averageall | oo | per | ERT
Data(sec)

PCA 0.258 | 0.0177| 0.0832

LDA 0.0642 | 0.0196] 0.043

KPCA 0.029 | 0.012| 0.0187

KDA 0.0337 | 0.0178] 0.0244

Table 5: Time Complexity by Average per Classes Dat

Averages
Each Direct DCT FFT
Class(sec)
PCA 0.0253 | 0.0125| 0.0157
LDA 0.0177 | 0.0113] 0.0116
KPCA 0.0059 0.004 0.0047
KDA 0.0156 0.013 0.0108§

We have observed that KPCA take less time thaeratiethods, and the less time for KPCA method(949in
with the experiment of average of per class withTD&@efficients. We noticed also the PCA take mameetthan other

method and large time is 0.258 with the experinadé@verage of all images directly.
CONCLUSIONS

In this paper, we have proposed face recognitystem based on linear PCA, LDA and non- linear KRERA
methods to select an appropriate and reductionifestWe had compared between these methods is tdrtheir ability
to reach to the significant recognition performantee distance measure and KNN methods are usedagnition phase
.In their experiments, we notice that the linead aon-linear method achieved best results (Regssdhé it be applied
directly to the image data or indirectly after dpinansfers to the image). Although the kernelshods is able to give the
better performance when applied directly to thegendata or after the transformation ,but it is @ofe in some cases to
give the same better performance as with FFT adeffis. The experiment with less performance wath wi
PCA +FFT+DIST with Average FFT training set, and tlighest performance with KPCA and KDA in all #a@eriments
in table 1 and 2.
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