
 

 

* Corresponding author. Tel.: +964-781-0335340;  

E-mail address: Kadhimzuboon@gmail.com 

289 

  
Anbar Journal Of Engineering Science©4 (2020) 289 – 298 

 

 
 

 

 
 

 
 
 
 

Unviersty  of Anbar  

Anbar Journal of Engineering Science© 

journal homepage: http:// http://www.uoanbar.edu.iq/Evaluate/ 
 

A Neural Model to Estimate Carrying Capacity of Rectangular Steel 
Tubular Columns Filled with Concrete 

Kadhim Zuboon Nasser a*,  Aqeel H. Chkheiwer  b, Mohammed F. Ojaimi  c 

a Department of Civil Engineering, College of Engineering, University of Basrah, Al-Basrah, 61004, Iraq (Lecturer University of Basrah) 
b Department of Civil Engineering, College of Engineering, University of Basrah, Al-Basrah, 61004, Iraq (Asst. Professor University of Basrah) 
C Department of Civil Engineering, College of Engineering, University of Basrah, Al-Basrah, 61004, Iraq (Asst. Lecturer University of Basrah) 

 

 

P A P E R  I N F O  

 

A B S T R A C T  

Pa per hist ory:  

Received … … … 

Received in revised form … … … 

Accepted … … … 

          The goal of the current  investigation is to construct an artificial neural network (ANN) to 

estimate the ultimate capacity of the composite columns consisting of a rectangular steel tube 

filled with concrete (RSTFC) under concentric loads. The experimental results of (222) samples 

collected from previous researches were used in constructing the proposed network. Totally (45) 

specimens were randomly chosen for network testing while the remaining (177) specimens were 

used to train the network. The information used to create the ANN model is arranged into (6) 

variables represents the different dimensions and properties of the RSTFC columns. Based on the 

input information, a formulated network was used to estimate the columns' ultimate capacity. 

Results obtained from the formulated network, available laboratory tests, and Eurocode 4 and 

AISC equations were compared. The network values were closer to the laboratory values than the 

calculated values according to the specifications of the mentioned codes. It has been shown that 

the formulated ANN model has a high ability to estimate the RCFST ultimate capacity under con-

centric loads 
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1. Introduction    

            Composite steel tubes are considered one of 
the structural elements used in civil engineering [1-
11], these elements may be used as composite col-

umns or Beam–columns [12]. These columns are 
made of steel and filled with concrete inside. So that 
it can take advantage of the properties of steel (high 
tensile strength and high ductility) and concrete 
(high compressive strength and stiffness). Conse-
quently, the combination of these two features leads 
to a member having the best properties of the two 
materials. There are two categories of composite 
columns; columns of sections encased with concrete 

(SEC), Fig. 1, and columns of tubes filled with con-
crete (TFC), Fig. 2. 

Composite columns have some advantages: 

- Steel pipes work on an integrated and perma-
nent formwork 

- Steel pipes act as external reinforcement 

Although composite columns are preferred for 
tall buildings that might be exposed to earthquakes, 
their use is restricted due to the poorness of detailed 
information and their inelastic behavior because of 
the separation between the design for steel structure 
and the design for a concrete structure. Whereas, the 
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design equations for these columns using the Ameri-
can concrete code (ACI) differ significantly from the 
method for designing using the design equations of 
the American Institute of Steel (AISC). As a result, the 
applications of composite columns have increased 
significantly over the past few decades. 

 

 

Figure 1. Columns of SEC 

 

Figure 2. Columns of TFC 

 

Various systems adopting artificial neural 
networks (ANNs) have been utilized by many inves-
tigators.  Yeh et al. [13] and Yeh [14] used ANNs to 
study the properties and specifications of high and 
normal concrete. Nath et al. [15] and Deka and Diwate 
[16] used ANNs to estimate the concrete strength. 
Abdollahzadeh et al. [17] developed an ANN model 
to understand the properties of concrete that contain 
different proportions of rubber. Ayazi et al. [18] and 
Alshihri et al. [19] studied the properties of light-
weight concrete with Scoria instead of sand by using 
ANNs. Erfani and Farsangi [20] formulated an ANN 

model to study the concrete strength after the addi-
tion of ground granular blast furnace slag. Basyigit et 
al. [21] estimated the strength of heavy concrete us-
ing ANNs and fuzzy logic. Saridemir [22] built ANN 
and fuzzy logic models to estimate the strength of 
metakaolin mortar. Khalaf et al. [23] used ANNs in 
developing a model to estimate the peak capacity of 
composite columns. 

The main purpose of this article is to formulate a 
model using ANNs to estimate the peak capacity of 
RCFST columns under concentric loads. 

2. Architecture of ANNs 

The ANNs are designed using computers to be simi-
lar to natural neural networks. ANNs are simple and 
small if compared to the human brain and these 
networks are able to process a wide range by identi-
fying the input information and then collecting suffi-
cient information about the problem by approximat-
ing. The job then to predict the results and try to give 
the best results, and therefore the neural networks 
can be used to solve many complex issues in which 
the connection between the input and output data is 
not clear. Neural networks are computational tech-
niques designed in a manner similar to the work of 
the human brain. These networks consist of many 
simple units called (node, neurons) that are grouped 
by layers. The human being is linked to the outside 
world by the five-sided senses. Therefore, neural 
networks need input information and need pro-
cessing units in which calculations can be performed 
and can be adjusted using weights in order to gain 
accurate outputs for each of the network inputs. The 
input units are grouped together by a layer called the 
input layer, which is connected to the next layer, the 
processing layer, which contains the processing 
units that yield the network products. Also, there are 
layers, hidden layers, that adjust the weights for each 
interface. In general, the network contains a network 
one entry contains more than one processing layer.  
As shown in Fig. 3, ANNs contain three layers; the 
input, hidden, and output layer. 
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Figure 3. Architecture of ANN 

The cells in the hidden layer are for the purpose of 
processing and adjusting weights where the varia-
bles are received in the input layer and then passed 
to the hidden one for the purpose of processing and 
then reaching the output layer. There are many net-
works that are used in neural networks, but among 
these networks that are most used is the "multilayer 
feed-forward ANN based on a back-propagation al-
gorithm (MFFNN)" [24], which may be considered as 
the most common networks utilized in many engi-
neering fields and will be used in this research. 

3. Structure and Parameters of Formulat-
ed Model 

For the purpose of constructing the network, 
there must be sufficient information for the purpose 
of learning (training) and verifying (testing) the 
network. For this purpose, a large number of infor-
mation on the RSTFC composite columns was col-
lected from previous research [25]. The database 
collected over the past four decades contains (222) 
specimens for building the model proposed in this 
study. In this study, a generalized MFFNN was 
adopted. The backpropagation algorithm and formu-
lating of the formulated ANN model was constructed 
using the neural network toolbox of MATLAB ver-
sion 7.0 (R14). In this type of networks the neurons 
(nodes) are ordered in layers so that the nodes are 
connected with the nodes in the next layer while 
there is no interconnection between the nodes of the 
same layer. The information is entered in the input 
layer and then transferred to the nodes of the hidden 
layers which pass their information to the output 
layer. The individual outputs of each layer are treat-
ed as new inputs in the next layer. MFFNN is trained 
by controlling weights, and the training process 
takes place through large groups and training series 
(epochs). The primary purpose for training is to ob-
tain the best set of weights that lead to correct out-
puts for the proportional with the inputs. 

The formulated MFFNN network used in the 
current research contains (6) variables in the input 
layer and a single node in the output layer as shown 
in Fig. 4. For the purpose of  constructing this model, 
the following variables were used in the input layer: 
Tube yield stress (fy), concrete strength (f'c), length 
of tube cross-section (h), width of tube cross-section 
(b), tube thickness (t), and column height (L), while 
the ultimate capacity was used in the output layer. 

 Table 1 represents the range of the variables used to 
create the formulated ANN model. 

Among the available (222) samples, (177) actual 
samples were used for the purpose of network train-
ing (learning phase), while (45) samples were used 
for the purpose of testing (verifying phase) the mod-
el. 

Table 1. Variables’ range 

 
The formulated ANN model in this research 

includes (6) variables (nodes) as inputs and a single 
output variable and contains two hidden layers due 
to obtaining the lowest values of absolute percent-
ages of errors. The first and second hidden layer con-
tains nine and five nodes, respectively. Adjacent lay-
ers were entirely linked by weights. The formulated 
ANN model was learned and tested through repeti-
tion and its obtained results were very close to the 
actual results. The different parameters of the for-
mulated ANN model are listed in Table 2 while its 
architecture is depicted in Fig. 4.  

Table 2 Different parameters of the formulated model 
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Figure 4. Architecture of formulated model 

4. . Results and Discussion 

For the purpose of estimating the peak capacity of 
the studied RSTFC columns without resorting to la-
boratory experiments, smart systems were used to 
construct a model that is able to find the maximum 
load through the use of ANNs. For this purpose, it 
had been relied on a large number of laboratory data 
to build the model. A model was built with (6) varia-
bles as inputs and a single variable as the output.  

The estimated, from the formulated model, and actu-
al (laboratory) outputs of the verifying phase are 
listed in Table 3. As shown in this table, the ratio of 
the actual value relative to the expected values was 
1.008, while the standard deviation rate was 0.103. 

The estimated results from the formulated model 
and the available laboratory (actual) values were 
compared for both the learning and verifying phase 
as shown in Figs. 5 and 6, respectively.  

 

Figure 5. Regression of the estimated and actual 
outputs for learning phase 

 

Figure 6. Regression of the estimated and actual 
outputs for verifying phase 

After the formulation of the model, it must be tested 
for the purpose of checking the results and this is 
done here by using three norms to check the per-
formance of the formulated model. These norms are 
the "coefficient of correlation (R2)", and "mean abso-
lute percentage error (MAPE)" and "fraction of vari-
ance (FV)" which represents a measure of the error 
rate between the estimated NN values and the exper-
imental (actual) values according to the following 
equations: 

 

In which T is the actual target, Y is the estimation 
and n is the no. of data. If MAPE is 0 and FV is 1, then 
this indicates that the formulated model is excellent. 
The values of the used norms are summarized in 
Table 4. 

Table 4. values of statistical norms 
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As can be seen from Fig. 5 and Fig. 6, the coefficient 
R2 = 0.989, 0.981 for the learning and verifying phase, 
respectively, while from Table 4, MAPE = 7.78, 8.52 
and FV = 0.993, 0.991 for the learning and verifying 
phase, respectively. It is evident that the estimations 
gained using the formulated network are very close 
to the laboratory records. Depending on these val-

ues, ANNs can be used to create a model that is able 
to produce accurate and reliable results. 

5. Comparative Study 

In this research, a comparison study was 
made between the results obtained through the cur-
rent model with design values, originally calculated 
by Kim [25], using the equations adopted by the two 
codes AISC [26] and Eurocode 4 [27] in designing 
composite columns. The values estimated by ANN 
and that calculated from the ASIC and Eurocode 4 
equations were compared and shown in Table 5.  
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Table 3. Estimated and actual values of verifying phase
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Two norms were used for the purpose of 
evaluating the proposed network performance and 
the specifications of the mentioned two codes, ASIC 
and Eurocode 4. These norms are MAPE and FV giv-
en in Eqs. 2 and 3, respectively. 

As shown in Table 5, the values obtained us-
ing Eqs. 2 and 3 for MAPE and FV are 0.997 and 
7.78% for the formulated ANN, 0.968 and 17.01% for 

Eurocode 4, and 0.983 and 13.19% for AISC, respec-
tively. These norms’ values verify that the formulat-
ed network can estimate the peak capacities of 
RSTFC columns in a more accurate sense than the 
two used codes, ASIC and Eurocode 4. 

Figure 7 depicts the estimated column capaci-
ty using the formulated ANN and the calculated ca-
pacity using the AISC and Eurocode provisions ver-
sus the actual experimental capacity. The coefficient 
R2 = 0.981, 0.933, and 0.947 for the formulated net-
work, Eurocode 4 and AISC, respectively. As it is evi-
dent from these values, the formulated model gives 
more accurate capacities than the equations of the 
two codes, Eurocode 4 and ASIC. So it can be said 
that the formulated ANN can outfit an accurate and 
alternative method for estimating the peak capacity 
of RSTFC columns. 

 

Figure 7. Regression of the ANN and codes 
estimations 

6. Conclusions 
The current study demonstrates that the for-

mulated model that was designed using ANNs can be 

utilized to estimate the peak capacity of the RSTFC 

columns under the action of concentric loads. It has 

the ability to estimate the peak capacity of this type 

of column during a very short period and with a 

slight error rate and this indicates that the neural 

networks have the ability to solve many problems 

which take a very long time very quickly. ANNs are 

made so that they depend mainly on experimental 

results, and whenever the number of experimental 

results is large, it gives more accurate results. Thus, 

this type of system does not need hypotheses about 

the variables, especially in solving problems that 

there are several ways to solve them. In this re-

search,  an MFFNN model was formulated. The for-

mulated model involves two hidden layers of nine 

and five nodes in the first and second layers, respec-

tively. The formulated network was trained through 

(6) input variables. Results indicate that the peak 

capacities estimated by the formulated model were 

in good agreement with the laboratory capacities. 

Also in this study, a comparison was made between 

the values obtained from the formulated network 

and the design values of the Eurocode 4 and AISC 

equations. The comparison verified that the estima-

tions of the formulated network are more accurate 

than the estimations of the adopted equations by 

Eurocode 4 and AISC. As a result, ANNs present an 

accurate and alternative model for estimating the 

ultimate strength of RSTFC columns. 
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Table 5. ANN and codes estimations 
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