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Abstract. Image inpainting is the process of recovering the damage areas in the images in an 

undetectable way, it is considered the important one of the subjects in image processing. There 

are many applications of image inpainting include the restoration of damaged images, paintings, 

and movies, to the removal of selected objects, such as text, lines, subtitles, publicity, and 

stamps. The main objective of inpainting is to reconstruct the missing region in such a way that 

the observer does not come to know that the image has been manipulated. Inpainting methods 

can be categorized into global and local methods, the global methods are applied to reconstruct 

the damaged areas in the image based on the information in the data of images that have the 

same content. While the local methods are used to reconstruct the missing regions based on the 

information in the rest parts of the image. There are several local methods proposed for image 

inpainting such as PDE-based inpainting (PDE-BI), exemplar-based inpainting (EBI), hybrid, 

and texture synthesis methods. In this paper, a review of different PDE and variational methods 

used for image inpainting is provided. Different PDE-BI methods like 2nd- and high-order of 

variational and PDE methods are discussed with its pros and cons. 

1. Introduction 

Inpainting is the process of restoring the lost or deteriorated areas in images/movies based on the 

information in the rest areas of images. The deteriorated images modify in a way that is non-detectable 

for an observer by using inpainting methods. These methods have found widespread use in many 

applications such as reconstructing old images, movies, and painting, super-resolution, image coding, 

image compressions, transmission, removal of occlusions, such as object, text, or scratch in images, etc. 

A several local methods are proposed for image inpainting and each one of these methods has a lot of 

studies in the literature, such as PDE-BI [1], [2], [3], [4], [5], [6], [7], exemplar-based inpainting (EBI) 

[8], [9], [10], [11], hybrid [12], [13], [14], and texture synthesis methods [15], [16]. 

The basic idea of PDE-BI methods in the reconstruction of destroyed regions in images by propagating 

the information from the boundary of the destroyed area into it, where these methods propagate the 
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information pixel by pixel in the destroyed regions in the image. The inpainting task is introduced and 

clarified in Figure 1, where 𝒇 is a given image, 𝜴 is an image domain, and the damaged domain 𝑫 ⊂
 𝜴 in damaged image 𝒖. The damaged domain represents a set of pixels, which are often indicated as 

objects, texts, scratches, and holes. 

 

 

 

 

 

 

 

 

Figure 1. The inpainting task. 

Mathematically, the inpainting methods are categorized as variational (Energy) methods and direct non-

variational (PDE-BI) methods. Variational methods apply to the damaged image as a functional 

minimizer (image). Then, the Euler-Lagrange equation is used on the minimization of functional to 

produce a PDE. While PDE-BI methods are directly applied to images by the use of mathematical 

approximation theory in bounded of the rich and well-established of 2-variables functions. PDE-BI 

models are well covered in the literature by researchers. Some other PDE-BI models for image gapes 

reconstruction such as Heat diffusion [17], Harmonic [18], Navier-stokes [19], and Transport [1],  will 

be presented in Section 4. 

The art restoration workers introduced the inpainting task in [20] and [21]. Bertalmio et al. firstly 

introduced a discrete 3rd-order non-linear PDE aimed to mime the reconstruction work of museum 

artists in [1]. The destroyed region is automatically recovered by using the isophote operator (i.e. 

connecting the lines to the boundaries of it). The pioneering works of variational-based inpainting 

methods, Bertalmio (Transport) [1], Mumford-Shah [2], Total Variation (TV) [22], Curvature of Driven 

Diffusion (CDD) [23], High order Total Variation [24], Mumford-Shah-Euler [25], Chan-Hilliard [26], 

Isotropic Diffusion [17], Harmonic-Extension [18], Euler-Elastica and curvature [27] and Navier-stokes 

[19] in the last two decades, will review in section 4.  

This paper is an overview of several PDE- and variational-based inpainting methods and describes some 

of the commonly used methods to solve complex problems with image inpainting methods. The rest of 

the paper is organized as follows. Section 2 describes the various ways of classification of inpainting 

methods. Section. 3 introduces PDE-BI methods. Variational-based inpainting methods are clarified in 

Section 4. The comparison of these methods presents in Section 5. Finally, conclusions and future work 

will display in section 6. 

𝛀 = 𝒖𝟎 + 𝑫  𝒖𝟎 source region (outside of 𝑫)  

f given image D inpainting domain (holes) 
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2. Classifications of Local Inpainting Methods 

There are several classifications of local inpainting methods in terms of size of damaged areas, the 

quantity of texture in the surrounding areas of damaged areas, the process of information propagation, 

type of underpinning theories and its applications, and based on the operation domain.  

So, inpainting methods can be categorized in terms of the process of information propagation in the 

missing regions. These techniques are divided into texture synthesis and/or EBI methods which spread 

the information block by block from the surrounding areas to the missing region [8], [9], [10], [11], 

[15], [16] and PDE-BI methods which propagate the information pixel by pixel from the rest of the 

image to the damaged area [24], [25], [28], [29]. 

In another way, inpainting methods can be categorized in terms of the size of damaged areas in the 

image. These methods are split into texture synthesis, EBI, and/or hybrid methods which utilized to 

restore large missing regions in the images [8], [9], [12], [13], [14], [15], [16] and PDE-BI methods 

which used to recover small damaged areas in the images (i.e. scribbles, texts, and dates) [18], [30], 

[31]. 

Also, inpainting methods can be categorized according to the quantity of texture in the surrounding 

areas of the damaged region in the image. These methods divided into texture synthesis and/ or hybrid 

methods which used to reconstruct high-texture areas in the images [12], [13], [15], [16] and PDE-BI 

methods which utilized to recover low-texture missing regions in the images [32], [18], [24]. 

Finally, inpainting methods can be classified in terms of operation domain into Fourier and wavelet 

domains. It is worth noting, several inpainting methods have been introduced to reconstruct the missing 

density data and/or the missing transformed data [33], [34]. 

3. Variational-BI Methods 

The variational methods are best clarified as an inverse problem. Image inpainting aims to reconstruct 

an original image 𝒖 from the damaged image 𝒇. Mathematically, let Ω ⊂ 𝑹𝟐 be an open and bounded 

set, and 𝑫 ⊂ Ω is a destroyed domain. So the solution to this inverse problem, we should solve 𝑻𝒖 = 𝒇, 

where 𝑻 is an operator that describes the process by recovering the damaged image 𝒇. The formula 3.1 

defines a minimization problem which describes a general variational method in image inpainting. 

                                                         𝒎𝒊𝒏
𝒖∈Ω

‖𝑻𝒖 − 𝒇‖Ω
𝟐                                                                    (𝟑. 𝟏) 

The solutions of (3.1) is an ill-posed when the operator 𝑻  possesses an unbounded inverse. To defeat 

this problem, a regularization method is applied by adding terms to represent the convexness of 

disoccluded shapes, straightness of the edges, and smoothness-related properties. For example, a TV 

model [22] is applied to appear the image smoothness. The behavior of the model (3.1) will change to 

a regularised and well-posed model after applying the regularization method on it, as following: 

                              𝑬(𝒖) = 𝒎𝒊𝒏
𝒖∈Ω

{𝜶𝓡(𝒙,𝒖,𝑫𝒖,… ,𝑫𝒌𝒖) + 𝝀𝟎‖𝑻𝒖 − 𝒇‖Ω
𝟐},                                 (𝟑. 𝟐) 

𝝀(𝒙) = {
𝝀𝟎            𝒊𝒇  𝒙 ∈  Ω\𝑫

      𝟎            𝒊𝒇    𝒙 ∈ 𝑫,        
 

where 𝜶 > 𝟎 and 𝝀𝟎 are regularization parameters. The term 𝓡(𝐮) is a regularizing term (i.e. is data 

term) whereas ‖𝑻𝒖 − 𝒇‖Ω
𝟐  is known as the fidelity term. The formula (3.2) plays an essential role in 

recovering the damaged image [18], such as diffusion and/or transport models.  
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The Euler-Lagrange equation applies to find the minimization of 𝒖, i.e. finding the derivative of the 

functional operator 𝑬 in (3.2). For applying the Euler-Lagrange equation of minimizer 𝒖, the Fréchet 

derivative uses on 𝑬, and should be zero, this reads 

                          −𝜵𝓡(𝒙,𝒖,𝑫𝒖,… ,𝑫𝒌𝒖) + 𝝀𝟎(𝑻𝒖 − 𝒇) = 𝟎,   𝒊𝒏 𝜴                                   (𝟑. 𝟑) 

The steepest descent or gradient flow method applied on (3.3) to get the dynamic version (3.4). This is 

a PDE with certain boundary conditions on 𝝏Ω, where 𝜵𝓡 represents the Fréchet derivative of 𝓡. More 

precisely, a minimizer u of (3.2) is embedded in an evolution process, represented by 𝒖(·, 𝒕). When 𝒕 =
 𝟎, then 𝒖(·, 𝒕 =  𝟎)  =  𝒇 , this means it is the original image. After that, this image converted through 

an iterative method, which  introduced as 

𝝏𝒕𝒖 = −𝛁𝓡(𝒙,𝒖, 𝑫𝒖,… ,𝑫𝒌𝒖) + 𝝀𝟎(𝑻𝒖 − 𝒇),   𝒊𝒏 𝜴, 𝐚𝐧𝐝      𝝏𝒏𝒖 = 𝟎    𝒐𝒏 𝝏𝜴,        (𝟑. 𝟒) 

The formula (3.4) is iteratively solved till one is near sufficient to a minimizer of 𝑬. The numerical 

solution of a PDE (3.4) over the bounded variation space of functions 𝑩𝑽(𝜴) (i.e. digital images), this 

solution succeeded in noise removal or destroyed- region reconstruction, (see [17]). Variational 

methods are focused on the continuity of the geometrical structure of an image by using the isophotes 

operator. Variational methods are well at recovering the small-narrow regions in the images. Also, these 

methods cannot be used for recovering missing texture regions. Next, a review of some different 

variational-BI methods will introduce. 

3.1.Total Variation Model (Anisotropic Diffusion) 

Inspired by Bertalmio [1],  the TV model has been introduced by Shen and Chan in [22]. The Euler-

Lagrange equation and anisotropic diffusion have been used in this model. The anisotropic model was 

originally introduced for noise removal from an image with edges preservation in the image. This model 

was introduced based on the spread stationary with the size of the image gradient, to decrease the 

quantity of overlap that happens close to the edges [22]. The anisotropic equation is a non-linear 2nd-

order PDE, which treats the faults that appear through applying the isotropic and harmonic equations. 

Two ways have been used to introduce this model: 

                                              {
𝝏𝒕𝒖 = 𝒅𝒊𝒗 (

𝜵𝒖

|𝜵𝒖|
) , 𝒕 ≥ 𝟎，

 𝒖(𝟎, 𝒙, 𝒚) = 𝒖𝟎(𝒙, 𝒚),   𝟎 ≤ 𝒕 ≤ 𝑻.        
                                             (3.5) 

The equation (3.5) with the Neumann boundary condition is applied to recover the small damaged area 

in the image. Also, the anisotropic equation can be introduced as minimization of the TV model: 

                                      𝒎𝒊𝒏
𝒖∈𝑳𝟏(𝜴)

{∫ |𝜵𝒖| 
 

𝑫

𝒅𝜴  𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 𝒖 = 𝒇 𝒊𝒏 𝜴\𝑫}                                       (𝟑. 𝟔) 

The Euler Lagrange equation has used on functional minimization (3.6) then the gradient descent 

method has applied to it, as follows: 

                                                                  𝝏𝒕𝒖 = 𝒅𝒊𝒗 (
𝜵𝒖

|𝜵𝒖|
)                                                                  (𝟑. 𝟕) 

For image denoising [7], the fidelity term has been added to the anisotropic model (3.6), leads to 

                                               𝒎𝒊𝒏
𝒖∈𝑳𝟏(𝜴)

𝑭(𝒖) = ∫∫ (|𝜵𝒖| +
𝝀

𝟐
(𝒖 − 𝒇)𝟐)

 

𝜴

𝒅𝒙𝒅𝒚                                   (𝟑. 𝟖) 
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The Euler-Lagrange equation is applied on (3.8), after that the gradient descent method is used, leads 

to 

                                                  𝝏𝒕𝒖 = 𝒅𝒊𝒗 (
𝜵𝒖

|𝜵𝒖|
) + 𝝀(𝒖 − 𝒇)                                                           (𝟑. 𝟗) 

The numerical method is applied to equation (3.9) with Neumann boundary condition when u define in 

L2. While this numerical method is implemented to solve model (3.9) with Dirichlet boundary condition 

when 𝒖 define in L1. Also, the TV model has been applied in the wavelet domain which reconstructs 

the structure in the image [33]. Finally, this model performs well for recovering small damaged areas 

and noise removal. However, this model is failed to connect broken edges and recover textured areas.   

3.2.Fourth-Order Total Variation Model  

The 4th-order TV model addresses the flaws of the 2nd- order TV model. This model resembles a 

generalization of the mCH model when defined on gray images [24]. The formula of this model is: 

                                                    𝝏𝒕𝒖 = − △ (𝒅𝒊𝒗 (
𝜵𝒖

|𝜵𝒖|
)) + 𝝀(𝒙⃗⃗ )(𝒇 − 𝒖)                                         (𝟑. 𝟏𝟎) 

The fitting term is a gradient flow of the energy defined in 𝑯−𝟏 and 𝑳𝟐,  respectively. The convexity 

splitting method is applied on (3.10), and then a time-stepping scheme will use to recover the destroyed 

areas in the image. This numerical solution of model (3.10) with two boundary conditions produces 

clear improved results, particularly on edges. Finally, the curvature preservation and the connectivity 

principle are realized over applying it for reconstructing the big destroyed areas. 

3.3.Curvature of Driven Diffusion Model (CDD)  

The CDD model has been proposed by Shen in [23] to improve the performance of the 2nd-order TV 

model for recovering the big areas and linking the lines/curvature across large distances. This model is 

a 3rd-order non-linear PDE method. The improvement is possibly due to this model is a 3rd-order non-

linear PDE efficiency whilst TV methods are a 2nd-order (linear and non-linear) PDEs can only rebuild 

small regions [2], and difficulty reconstruct the edges and corners [36]. The formula of the CDD model 

is 

𝝏𝒕𝒖 = 𝜵 ∙ [
𝒈(|𝒌|)

|𝜵𝒖|
 𝜵𝒖]                                                                 (𝟑. 𝟏𝟏) 

Where  𝒌 = 𝜵 ∙ [
𝜵𝒖

|𝜵𝒖|
 ] which is the scalar curvature of isophote through pixel 𝒙. And 𝒈 is the annihilator 

of large curvatures and stabilizer of small curvatures: 

𝒈(𝒌) = 𝒌𝒑,     𝒌 > 𝟎, 𝒑 ≥ 𝟏. 

The CDD model is used to reconstruct the damaged areas based on the curvature information of the 

isophotes. However, this model can only be used to recover the non-textured structure since the texture 

can struggle away.   

3.4.Mumford-Shah Model (MSm) 

The MSm was firstly introduced for image segmentation issues [37]. After that, this model was 

introduced for image restoration matters [25]. The formula of the minimization energy is 
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                                      𝑬[𝒖, 𝜞] =
 

𝒎𝒊𝒏
𝒖

𝑭(𝒖) =
𝝀

𝟐
∫ (𝒖 − 𝒇)𝟐𝒅𝒙⃗⃗ 

 

𝜴\𝑫

+ 𝑱[𝒖, 𝜞].                                (𝟑. 𝟏𝟐) 

with 

                                                   𝑱[𝒖, 𝜞] =
 

 
𝜸

𝟐
∫ |𝜵𝒖|𝟐𝒅𝒙⃗⃗ + 𝜷𝟎𝓗

𝟏(𝜞).                                         

  

𝜴\𝜞

     (𝟑. 𝟏𝟑) 

Where 𝒙⃗⃗ = (𝒙, 𝒚),  𝜸 and 𝜷𝟎   are non-negative constant parameters, 𝓗𝟏 refers to 1-dim Hausdorff 

space which calculates the length of curves in the area, and 𝜞 refers to the edges in an image. Where 

formula (3.12) proposed to reconstruct a destroyed area into its piecewise smooth area 𝒖 in the 𝑯𝟏 

space and its edge set 𝜞 in 1-dim Hausdorff space 𝓗𝟏(𝜞). After that, the Euler-Lagrange Equation is 

applied on (3.12), which produces a non-linear 2nd-order PDE. The Ambrosio-Tortorelli approximation 

method applies to numerically solve this model (3.12), for more information about numerical solution 

can be found in [38]. This model works well and fast for small regions, while produced blurred results 

for large damaged regions, and textured damaged regions. 

3.5.Euler-Elastica and Curvature-Based Inpainting   

Euler-Elastica and curvatures model proposed by Chan et al. in  [27], to study the mathematical 

properties of variational image inpainting. This model can be applied to the image when using the level 

sets of an image. The formula of the Euler-Elastic model can be introduced as follows:  

𝑬(𝒖, 𝜞) = 𝒎𝒊𝒏
𝒖

∫(𝜶 + 𝜷𝒌𝟐)𝒅𝒔
 

𝜞
 

                                                        (𝟑. 𝟏𝟒) 

where 𝜶 and 𝜷 are control parameters, 𝒌 is the curvature, 𝒅𝒔 the length element. After that, the Euler-

Lagrange Equation is applied on (3.14), which produces a 2nd-order PDE. Euler-Elastica model is used 

to rebuild the destroyed regions based on linking T-crosses at the boundaries of the area [4]. The 

minimization of a bounded Euler elastic energy is applied to expand the idea of the length of curvature 

from the edges to all the level lines of the image [35]. 

3.6.Mumford-Shah-Euler Model (MESM) 

The MESm was introduced to overwhelmed the flaws of the MSm by developing its curve model [25]. 

The MESm formula is: 

                                  𝑬(𝒖, 𝜞) = 𝒎𝒊𝒏
𝒖

𝑭(𝒖, 𝜞)

 

=
𝝀

𝟐
∫ (𝒖 − 𝒇)𝟐

 

𝜴\𝑫

𝒅𝒙⃗⃗ + 𝑱(𝒖, 𝜞)                              (𝟑. 𝟏𝟓) 

with 

                                        𝑱(𝒖, 𝜞) =
𝜸

𝟐
∫ |𝜵𝒖|𝟐𝒅𝒙⃗⃗ + ∫(𝜶 + 𝜷𝒌𝟐)𝒅𝒔

 

𝜞

                                              (𝟑. 𝟏𝟔)
 

𝜴\𝜞

 

The formula (3.15) denotes the MSm, while the formula (3.16) is the Euler-Elastica method, which is 

introduced based on studying the mechanical properties of a thin and sprain-free rod [39]. After that, 

the Euler-Lagrange Equation is applied on (3.16), which produces a 4th-order PDE. The same numerical 

technique that applied for solving MSm will be followed to solve MSEm. 

This model successfully reconstructed the small textured damaged areas in the images [25]. In 

summary, this model succeeded to achieve the connectivity principle and the curvature preservation 
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through reconstructing large damaged areas in the non-textured images. While this model never 

successfully recovered the big textured damaged areas in the images. 

3.7.Modified Chan-Hilliard Model (mCH) 

The mCH model is introduced for binary image inpainting [26], this model also applies in material 

sciences [40]. The formula of mCH model is: 

                                  𝝏𝒕𝒖 = ∆(−𝝐∆𝒖 −
𝟏

𝝐
𝑭′(𝒖)) + 𝝀 (𝒙⃗⃗ )(𝒇 − 𝒖),   𝒊𝒏𝜴                             (𝟑. 𝟏𝟕) 

Where                                            𝝀(𝒙⃗⃗ ) = {
𝟎               𝒊𝒇 𝒙⃗⃗ ∈ 𝑫   

𝝀𝟎            𝒊𝒇 𝒙⃗⃗ ∈ 𝜴\𝑫
 

Where 𝜴 is image domain, 𝑫 ⊂ 𝜴 is that the inpainting domain, 𝑭(𝒖) is denotes a double-well 

potential, and 𝑭(𝒖)  =  (𝟏 − 𝒖𝟐)
𝟐
/𝟒, where 𝛜 is a positive constant that tends to zero. The model 

(3.17) is a semi-linear 4th-order PDE. To solve model (3.17), enough solution the functional formula 

(3.18): 

                                  ∫
𝝐

𝟐

 

𝜴

|𝜵𝒖|𝟐 +
𝟏

𝝐
𝑭(𝒖)𝒅𝒙⃗⃗ + 𝝀𝟎 ∫ (𝒇 − 𝒖)𝟐

 

𝜴\𝑫

𝒅𝒙⃗⃗                                    (𝟑. 𝟏𝟖) 

The convexity splitting method applied on (3.18), this splitting produces a 4th-order PDE. The 

numerical method used to solve this model can be found in [26]. This model succeeded in reconstructing 

large damaged areas in a visually acceptable way [26]. 

4. PDE-BI Methods 

A PDE- based inpainting method was firstly introduced by Bertalmio et al. in [1]. The user only locates 

the regions to be recovered, then the application automatically reconstructed them. A PDE-based image 

inpainting problem studied various from a PDE-based image denoising problem because the noise parts 

of the images include both real data and the noise information, while the damaged regions include no 

information at all in image inpainting. PDE-BI models are directly defined by PDE as follows: 

𝝏𝒕𝒖 = 𝑭(𝒙, 𝒖,𝑫𝒖,… ,𝑫𝒌𝒖), 

where 𝑭:𝜴 × ℝ × ℝ𝟐 × ℝ𝟑 ×. . . ℝ𝒌 → ℝ denotes a kth-order differential operator. Examples of PDE-

BI models that have been introduced in the literature include the isotropic diffusion [17], Transport [1], 

Navier Stokes [19], and Harmonic [18]. Next, a review of some different PDE-BI methods will 

introduce. 

4.1. Isotropic Diffusion (Tikhonov Regularisation Method) 

The isotropic model was firstly introduced for image inpainting [17]. Also, this model has been 

proposed to reconstruct blurred images [41], [42], and [43]. Image inpainting is analogized with a heat 

transfer in terms of work procedures. Where the isotropic method works based on spreading the 

information from the exterior (known pixels) to the interior of damaged regions. The isotropic model is 

used for recovering damaged regions in the image being corresponding to a temperature domain with 

the pixel value equivalent to the temperature value. Therefore, pixels values are changed in the missing 

region as the temperature difference because of the external heat sources resulting from using the heat 

conduction equation. The formula of the heat equations [44, 45] introduced as follows: 
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                                                                   {
𝝏𝒕𝒖 = ∆𝒖,    𝒕 ≥ 𝟎，

𝒖(𝟎, 𝒙, 𝒚) = 𝟎.         
                                                   (𝟒. 𝟏) 

Also, the formula of the heat equation can be introduced as the minimization energy functional, as 

follows: 

                                 𝒎𝒊𝒏
𝒖∈𝑳𝟐(𝜴) 

{∫∫ |𝜵𝒖|𝟐
 

𝑫

𝒅𝒙𝒅𝒚       𝒔𝒖𝒄𝒉 𝒕𝒉𝒂𝒕     𝒖 = 𝒇   𝒊𝒏 𝜴\𝑫}                          (𝟒. 𝟐) 

The Euler-Lagrange equation with the gradient descent method has been applied to minimization 

functional (4.2): 

                                                                         𝒖𝒕 = 𝜟𝒖                                                                         (𝟒. 𝟑)  

The finite difference method is applied to solve equation (4.3) which aims to recover the damaged 

regions in the image. This numerical method will be applied at each pixel of damaged regions in three 

channels (R, G, B) of the image to reconstruct them. The numerical solutions of this model may fail to 

recover edges, curvature, and corners. This model needs fewer iteration steps for recovering the 

damaged regions and it has a faster processing speed. Finally, the curvature preservation and the 

connectivity principle are not achieved for reconstructing small damaged areas. 

4.2. Harmonic Extension Model   

The harmonic model is introduced as a simple example to understand the image interpolation process. 

The damaged regions can be recovered by the numerical solutions of the Laplace equation, or by the 

numerical solutions of the energy minimization over the inpainting domain. This model can be defined 

as the minimizer of energy [18], as follows: 

𝒎𝒊𝒏
𝒖∈𝑳𝟐(𝜴)

∫∫ (|𝛁𝒖|𝟐 + 𝝀|𝒖 − 𝒇|
𝑳𝟐(𝜴)
𝟐 )

 

𝜴

𝒅𝒙𝒅𝒚 = 𝟎,    𝒊𝒏 𝑫,         𝒖 = 𝒇  𝒐𝒏𝝏 𝑫,                  (𝟒. 𝟒) 

where 𝛌 is a constant parameter. The Euler-Lagrange equation is applied on (4.4), as follows: 

                                                                  −𝚫𝒖 = 𝟎,                          𝒊𝒏 𝑫,  

                                                {
−𝚫𝒖 = 𝝀(𝒇 − 𝒖),           𝒊𝒏 𝛀\𝑫,

  𝒖 = 𝟎,                          𝒐𝒏 𝝏𝛀.          
                                        (𝟒. 𝟓) 

The harmonic model succeeded to smoothly reconstruct the small damaged areas. Nevertheless, the 

harmonic model failed to recover the edges and large damaged areas. Finally, the connectivity principle 

is achieved through recovering small damaged areas, but the curvature preservation is not achieved.   

4.3. Navier-Stokes Equation 

The image inpainting problem has been introduced by Bertozzi et al in [19] based on the ideas from 

computational fluid dynamics. Where the correspondence between concepts of fluid dynamics and 

variational inpainting is found. Navier-Stokes equation is one of fluid dynamics equations. Navier-

Stokes method is the DEs that control the behavior of the Newtonian incompressible fluid by 

conjugation the compression and speed field of a fluid. Thus, the parallel exploitation between 2-dim 

incompressible fluid stream and image intensity function to evolving a different inpainting method. 
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For this inpainting problem, the intensity image is represented as the flow function. The smoothness 

image is obtained by applying the Laplacian operator on the image. Isophote operator is a line direction 

that represents the direction of flow fluid lines, and the anisotropic diffusion matches for fluid viscosity. 

In this inpainting operation, the discrete lines or curvatures are linked by isophotes, while gradient 

vectors are matching at the boundary of the unknown region. The formula of the Navier-Stokes equation 

for image inpainting is: 

𝒘𝒕  +  𝒗 ·  𝜵𝒘 =  𝑽𝜵 ·  (𝒈(|𝜵𝒘|)𝜵𝒘),                                                 (𝟒. 𝟔) 

where ∆𝑰 =  𝒘 is the vorticity, and 𝜵⊥𝑰 =  𝒗 denotes the perpendicular gradient. In this 

implementation, the user only locates the damaged regions. then, these regions are automatically filled. 

The diffusion is large for smooth areas while it is close to zero on edges ([5]). There are several efficacy 

convergent numerical methods prepared to solve them. The solution quality of these equations is not 

better than the quality of the solutions obtained by transport equation [1], but the computations time is 

developed from few minutes to few seconds. 

4.4.Transport Method (Bertalmio) 

PDE-BI methods are introduced based on transport dynamics [1], paved the way for the modern PDE-

BI method. The transport model has been proposed based on the idea of manual inpainting into a 

mathematical and algorithmic language. The formula of the transport model is: 

                                                  𝜹𝒖𝒏 ∙ 𝒖𝒕
𝒏 = 𝟎,                                                                   (𝟒. 𝟕) 

where 𝛅𝐮𝐧 is projected propagation direction, and 𝒖𝒕
𝒏 denotes smoothing information propagation. This 

algorithm is an iterative operation spreading linear geometry (edges) into the damaged area from the 

surrounding areas. The diffusion operation is introduced as follows: 

𝒖𝒏+𝟏(𝒊, 𝒋) = 𝒖𝒏(𝒊, 𝒋) + ∆𝒕 ∙ 𝒖𝒕
𝒏(𝒊, 𝒋),       ∀(𝒊, 𝒋) ∈ 𝛀                            (4.8) 

The Laplacian operator is applied to produce a smooth image. The vertical direction to the gradient 

multiplies in the Laplacian operator. The transport method formula is 

𝒖𝒕
𝒏 = 𝛁(∆𝒖) ∙ 𝛁⊥𝒖                                                 (4.9) 

Where ∆𝒕 is the isophotes direction (∆𝒕) is the Laplacian smoothness operation on the gradient.             

 

Figure 2. (a) Destroyed image (b) Inpainted image is taken from [1]. 

The main drawbacks of this model are its weak performance in the reconstruction of big textured areas 

because produced blurring artefacts by the propagation process and the shortage of explicit handling of 



Iraqi Academics Syndicate International Conference for Pure and Applied Sciences
Journal of Physics: Conference Series 1818 (2021) 012149

IOP Publishing
doi:10.1088/1742-6596/1818/1/012149

10

 
 

 
 

the pixels on the edges. Finally, both the connectivity principle and the curvature preservation are not 

achieved to reconstruct the big damaged areas. While this model successfully recovered the curvature, 

edges, and corners in the small damaged areas. 

5. Comparison of PDE-BI and Variational methods. 

A summarizes the above approaches providing additional knowledge about the positive aspects and 

limitations of each approach. Table 1 shows the comparison among the different Variational and PDE-

BI methods used for the inpainting. 

Table 1. Comparison of various PDE-BI and variational methods. 

No. PDE-BI method Merits Demerits 

1 Heat transfer 
It produces good results if missing 

regions are small ones.  

It takes a long time and does not 

well if missing regions are large. 

2 Harmonic 
Fast and simple Produced blurred results when the 

destroyed regions are large. 

3 Navier-Stokes 

Stability and speed are improved. It 

produces well results for non-

textured small damaged areas.  

Requires user interactions, 

produces blurred results. 

It takes a long time for the large 

target area.  

4 Mumford-Shah 

Works well and fast for small 

regions. 

Produced blurred results when the 

missing regions are large and 

edges need to be propagated. 

5 
Mumford-Shah-

Euler 

Approximation and computations 

are decreased. 

Produced artifacts corner, violates 

connectivity, not stable. 

6 

 

Modified Chan-

Hilliard 

Works well for recovering large 

destroyed regions, and its successes 

to preserve the edges. 

Produces artifacts when the 

surrounding areas of the destroyed 

region are the texture. 

7 

 

Bertalmio 

(Transport) 

Performs well for small non-texture 

region and noise removal 

application. 

The process of this method 

produces blurring when applying 

for large damaged areas and high 

texture areas surrounding it.  

  8   Total Variation 

Works well for removing salt and 

pepper noise. And recovers small 

non-texture regions. 

Models recovering only small 

miniature regions. 

9 

 

High order Total 

Variation 

Produces well results near the 

boundary. Also, it is fast. 

Producing artifacts for recovering 

large textured damaged areas, it 

depends on parameter tuning. 

10 

Curvature of 

Driven Diffusion 

(CDD) 

Used for bigger non-textured areas 

and connect some simply broken 

edges. 

Results look blurred for large 

broken edges and time-consuming. 

11 Euler-Elastica 
Used for small non-texture missing 

regions. 

Produces artifacts when the region 

is a texture or large. 

 

6. Conclusion and Future Works 

This survey paper presents several inpainting methods such as PDE-BI and variational-BI local 

methods. Four PDE-BI methods have been studied such as Transport, Navier-stokes, Harmonic-
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Extension, and Isotropic Diffusion equations. Seven Variational-BI models have been studied such as 

Mumford-Shah, TV, CDD, High order TV, Mumford-Shah-Euler, Chan-Hilliard, and Euler-Elastica 

and curvature.   

Also, a comparative study of PDE-BI and variational-BI methods have been introduced to evaluate the 

performance of these methods and to clarify the benefits and drawbacks for each one of them. Although 

many PDE-IB methods are suggested in the last years, however, it remains difficult to determine the 

best one. The 4th-order PDE methods are succeeded in recovering edges and corners such as MESm, 

mCH, and 4th order TV.  

The 2nd-order PDE methods are succeeded in reconstructing small destroyed areas however they failed 

to recover the edges and corners such as TV, Harmonic, isotropic, anisotropic, Euler-Elastica, and MS 

methods. Therefore, the 4th-order PDE methods were succeeded to defeat the restrictions intrinsic to 

2nd-order PDEs. To conclude, we conclude the high-order PDE-BI and variational-IB methods 

outperform 2nd-order PDE-BI and variational-IB methods in reconstructing small destroyed areas in an 

image. Nevertheless, all of these methods have restrictions when they recovered large destroyed areas 

with high texture in the surrounding areas.  

Therefore, to overcome these problems, we need a powerful method to reconstruct both small and large 

areas in a small computational time. So, we will propose a PDE-IB method based on using the non-

linear diffusion tensor to recovers the destroyed regions and preserves discontinuities. Also, the 

extended wavelet transform can be used to enhance the edges. Moreover, we are also currently working 

on the combination of three inpainting methods to reconstructing large destroyed texture regions in the 

images which are called hybrid inpainting technique. 

TDA approach proposed to assess the quality of natural denoised images and to study the efficacy of 

PDE-based denoised models. More accurately, the number of CCs is counted for both the denoised and 

original images. The closer number of CCs of the denoised image to the number of CCs of the original 

image is the better quality of the denoised image and consequently is the better denoising model. 

Experimental results showed the efficacies of the TV-L1 and 4th-order model for removing the noise are 

better than the TV-L2 model, and the efficacies of the 4th-order model in edge preservation are better 

than TV-L1 and TV-L2 models. Also, the TV-L1 and TV-L2 models needed a large number of iterations 

to arrive in the steady-state however they are still faster than in the 4th -order model. The TDA approach 

gave a good evaluation of image denoising quality because their results corresponding with their 

qualitative results. In the future, the image quality will study and analysis under other types of noise 

and denoising models. 
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