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Abstract. Image denoising is process of removing the noise (i.e. artifacts) in digital image. 
Noise reduction is an essential process of image processing in order to improve, analyze and 
interpret important information in an image. Edges are important to the visual appearance of 
images, to preserve important features such as edges and corners during the noise reduction 
process. A class of fourth- and second-order partial differential equations (PDEs) are used to 
optimize the trade-off between noise removal and edge preservation. Image quality assessment 
plays an important role in various image processing applications. It is still an active field of 
research. Several techniques have been suggested for measuring image quality but none of 
them are ideal for measuring the quality. This paper presents a new assessment of image 
quality based on topological data analysis (TDA) which is used for evaluating noise removal 
from colour images and also for assessing the performance of PDE-based denoising models. 
The experimental results show that the proposed assessment model gives high correlation. 
Furthermore, the proposed method provides very low computational load and similar 
extraction of characteristics to human perceptional assessment. 

1. Introduction 

Image denoising is the process of dealing a corrupt/noisy image and guessing the clean/ original 
image. Digital images can be noised during acquisition, compression, and transmission, so the  main 
challenge is considered to remove noise as much as possible without eliminating the more 
representative properties of the image, like edges, corners, and other sharp structures. Good denoising 
model is to reduce noise and recover resolution loss in an image such that human visual system (HVS) 
is unable to detect whether the image has been denoised or not [1]. There are several benefits of using 
Image denoising process in different fields in terms of understanding and analyzing the images, for 
instance, medical image analysis, analysis of images from satellites, etc. 

There are many models for handling such noise, called image filtering. Some of these filtering 
techniques are PDE-based denoising models which are used for removing the random noise from an 
image based on the information in areas surrounding the noise pixels. Therefore, assessing the quality 
of denoised images is not an easy task. Evaluating denoising models depend on (1) how quantity of 
noise in the image(s), (2) the amount of texture and structure information in the images.  

In literature, many statistical approaches proposed to evaluate the outcome of denoising models such 
as mean squared error (MSE) [2], [3]  and its logarithmic representation known as peak signal-to-
noise ratio (PSNR). Where PSNR is a popular metric to measure fidelity and evaluate the quality of 
images, however, PSNR is not a reliable image quality measure because it is not correlating well with 
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perceived quality of the image by HVS [4]. This is mainly because PSNR is not considering the 
spatial distribution of image pixel values into consideration. For example, Figure 1 shows two 
different quality images while they have the same PSNR. 

 

Figure 1: An example of two images with same PSNR [4]. 

A topological data analysis (TDA) approach is proposed to evaluate noise removal from colour 
images and also to evaluate the performance of three PDE-based image denoising models. First PDE-
based denoising model is Anisotropic Diffusion (Nonlinear total variation model) [5], second model is 
Isotropic (Heat eqution) [6], and [7] and the third one is 4th-order PDE model [8].  

            The rest of the paper is organised as follows. Section  2 introduces a PDE-based denoising 
models. Section  3 gives an overview of TDA and reasons behind suitability of topological invariants 
for image analysis. Experimental results will present in section  4 and end in section  5 by giving 
conclusion and future directions. 

2. PDE-based denoising models 

The PDE-based denoising models are introduced for noise removal, also these models could be used 
for decompose the image into texture and structure components. The basic idea of the denoising 
model is:  

���, �� � ���, �� 	 
��, ��, 
where ���, �� is the input damaged image, ���, �� is the original (clean) image, and 
��, �� is the 
additive noise. Where ���, ��:	Ω	 → ��,	and ���, ��:	Ω� → �� be the functions defining the image Ω 
in the RGB colour space, where Ω� ⊂ Ω. 

In [5], the problem of denoising	� by taking a minimisation of image in the space of bounded variation BV����. The total variation (Anisotropic diffusion) model defined in �� is  

							 ��
�∈���Ω� �� !�" � 	# |%�| 	 &2 ‖� ) �‖*+		
Ω ,-, � � � 	 
		.	 																											�1�		 

where	& 0 0 is a scaling constant (i.e. tuning parameter). The regularising term is introduced in the 
first part, to remove noise/ small details with observance of important features such as sharp edges 
and corners. while, the energy (a fidelity) term is represented in the second part. The anisotropic 
diffusion regularisation (TV-L1) model is applied for noise removal from images. The minimising 
model is expressed by the Euler-Lagrange equation (1): 
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While, the formula of the total variation (Isotropic) model is defined on L�. 

	 ��
�∈���Ω� �� !�" � # |%�|� 	 &2‖� ) �‖*?		
Ω ,-, � � � 	 
		.	 																																			�3� 

The Euler-Lagrange equation corresponding to (3) is: 

		A � � � 	 &%��					�
	-									8�8
9: � 0																		;
	8-.								= 																																																								�4� 
The finite difference method is used to solve the models TV-L1 (2) and TV-L2 (4) with a Dirichlet 
boundary condition which will output a denoised image. More information about this numerical 
method can be found in [7]. In future, other approximation method will be used to solve these PDE 
models, which introduced in [9]. The value of &	is chosen based on the control in noise removal and 
edges preservation at the same time. Therefore, difference values of & are tested through applying (2) 
and (4) models on database of natural images. Where, Meyer. Y proves in [10] that the TV-L1 model 
will remove the texture, if & is small enough. Experimentally, the value of λ is 0.14 which control in 
noise removal and edges preservation. In addition, the 4th order model has been used to remove the 
noise from images. This model is proposed based on Laplacian operator, the formula of this model is:  

��
�∈���Ω� �� !�" � #C�|%��|		�8	
Ω Ω	.	 																																																								�5� 

where %�denotes the Laplacian operator andC�∙� 0 0 and is an increasing function. The Euler-
Lagrange equation is applied on the model (5), 

CF�|%��|	� %��|%��| � 0																																																																				�6� 
The general details on the model (6) can be found in [8] and [11]. The gradient descent procedure has 
applied to the model (6): 

	8�8H � )%� IC′�|%��|	� %��|%��|K 																																																												�7� 
The finite difference method can be used to solve the model (7), more details can be found in [8] and 
[12]. Figure 2, below, presents the denoised images obtained from the (2), (4), and (7) models. 

 

Figure 2: Comparison of three denoising models. 

To sum up, the 4th order model failed to completely eliminate the noise because piecewise planar 
images have less masking capability than step images. On the other hand, the edges have successfully 
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kept in the image by using the 4th order model [8], while TV-L1 and TV-L2 models tend to generate 
multiple false edges. Moreover, the smooth denoised image generated by TV-L1 is sharper than that 
by TV-L2 [13].  

3. Image Quality Assessment Post denoising 

The aim is to study the quality evaluation of noised natural images using various PDE-based 
denoising models. Different types of noise have been used to check the efficacies of the 2nd- and high-
order PDE-based denoising models by using TDA approach which will introduce in this section. 

3.1.Topological Data/Image Analysis 

Topological data analysis approaches depend on reducing features from data points (objects) and then 
calculating pairwise similarities between them. There are several of challenges when deal with Big 
Data applications, as introduced in [14], [15] and [16]. Topology approaches have been used to study 
the closeness  and connectivity properties of the object of images using a finite combinatorial 
operation such as Simplicial Complex (SC). There are several types of SCs, the Vietoris-Rips of SCs 
are used in this paper because it is easy to build and calculate in comparison with other types of SCs. 
The Rips SCs are built based on choosing the threshold and computing corresponding topological 
invariants for instance betti numbers (MN	for	
 � 0,1,2), cliques, Euler characteristics, and others. The 
novel topological model uses several threshold values which that depends on the persistency of 
topological invariants across an increasing sequence of thresholds values is known as TDA approach. 

Homology theory is used to describe the topological features. More accurately, the degree of the n-th 
homology group corresponds to betti numbers MN, where MO	is represented the number of connected 
components (CCs), M� is the number of holes and M� is the number of cavities in the built Rips SC. 
TDA approach relies on computing the persistency of these invariants across an increasing series of 
thresholds using persistent homology [16] and [17]. There are many recent applications of TDA 
approach such as image forgery detection [18], fingerprint classification [19], brain artery [20], image 
tampering detection [21], image inpainting [22], gait recognition [23], steganalysis [24], classification 
of hepatic lesions [25], and others 

The first step of constructing a SC is to select a landmark points in order to build them in higher 
dimensional simplices such as edges, triangles and tetrahedrons. For this purpose, we will follow the 
work that have been introduced by A. Asaad and S. Jassim in [26] which the use the uniform Local 
Binary Patterns (LBP) to select the landmark points in topological objects construction. Therefore, the 
next section introduces the LBP as a landmark selection procedure in the SC construction. 

3.1.1. Landmark point selection 

LBP firstly introduced as an image texture descriptor by Ojala et al. in [27]. The idea of LBP is 
followed in this paper. LBP applys on the image by replaces each pixel of the image with an 8-bit 
binary code, which represents the texture and local structure in the image. Each pixel specifies by its 8 
neighbouring pixels in a 3 × 3 window surrounding it. The LBP operator works by starting from the 
top-left corner of the window. Then subtract the central pixel from its 8 neighbouring pixels. After 
that allocate 0 if the result is negative, and 1 otherwise, as seen Figure 3. The process of LBP can be 
mathematically written as following: 

�QR��� , ��� �ST�RU ) R��2UV
UW�

																																																														�8� 
Where R� is the center pixel value, RU is the neighboring pixels value, and the function T��� can be 
written as following: 
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Figure 3: An example of LBP operator. 

The results of applying the process of LBP on the block matrix is the binary code 11111000 (decimal 
= 31), as seen in Figure 3. Uniform LBP (ULBP) refers no more than 2 circular transitions in 8-bit 
circular bytes. The ULBP of any gray image consists of 58 unique uniform geometries. The ULBP 
codes represent 90% of LBP codes in the natural images [24]. Where, there are seven groups (of 8 
binary codes) of ULBP according to the number of 0’s and 1’s in their binary codes, excepting the 
cases of 00000000 and 11111111. Each one of these groups represents a certain types of image 
textures. ULBP codes that have t consecutive 1’s represent as geometry-t, such as G1, G2,..., G7. The 
simplicial complexes is illustrated for an original image and its 3 different denoised images as seen in 
Figure 4. 

  

Figure 4: Sensitivity of topological invariants to denoising image. 

Figure 4 is explained the SC shapes of denoised and original images are clearly different. More 
specific, the number of CCs counted for both the denoised and original images. The better quality of 
the denoised image which is the nearer number of CCs of the denoised image to the number of CCs of 
original image, and consequently it is the better denoising model. 

3.1.2. Vietoris-Rips complex construction 

For each class of geometry-t in ULBP are extracted in the original and  its corresponding positions in 
forged images of the database. Then, a set of image pixel positions of the 8 sets of t-ones ULBP codes 
is calculated. The Euclidean distance is counted between each pairs of points in the set, and then an 



FISCAS 2021
Journal of Physics: Conference Series 1897 (2021) 012006

IOP Publishing
doi:10.1088/1742-6596/1897/1/012006

6

 

 

 

increasing 8 sequence of T-dependent Rips complexes is build, one for each rotation of the geometry-t 
codes. 0-dimensional simplices at T=0 represents the points in the geomatry of image. Where T-
threshold is gradually increased and computed MO at each T. There is no optimal method to select the 
best threshold to captures the best topology of data sets [17]. A fixed number of distance thresholds 
will be used as follows:              ]� � 0, ]� � 3, ]̂ � 5, ]_ � 7, ]̀ � 10, ]a � 12, ]V � 15, ]b � 17, ]c � 20. 

The fixed number of distance thresholds is used because beyond certain distance thresholds. The 
power of CCs number will lose its ability to discriminate denoised images from original ones. In this 
work, each geometry studied at different thresholds, the better threshold for assessing the quality of 
images is ] � 9.   

4. Proposed Method 

The procedure of building topological shapes from images are also used as an image quality 
assessment tool. This approach is introduced by A. Asaad and S. Jassim in [26], as they used the TDA 
approach to assess the quality of degraded images. Morever, the TDA approach are applied to detect 
the natural forgered images [18]. The TDA approach also has been used to improve Exemplar based 
inpainting method which introduced in [22]. Therefore, this section describes the use TDA proposal 
approach to assess the quality of image denoising and to evaluate the performance of PDE models. 
The diagram Figure 5 below summarises the procedures of assessing the quality of images by using 
TDA approach.  

 

Figure 5: SCs construction for the quality of image denoising. 

4.1. Testing Experiments 

Berkeley segmentation database [28] has used in the experiments for evaluating the convenience of 
the different PDE models. This database is consisted of 300 natural colour images, these images have 
chosen based on the quantity of texture and structure to check the efficiency of these PDE-based 
denoising models. 

 

Figure 6: The same natural image with three types of noise domains. 
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The first two types of noise will use to check the efficacy of PDE- based denoising models in noise 
removal. While, the third type of noise will apply to study the ability of PDE-based denoising models 
to removing huge noise and to preserving edges in images. These PDE-based denoising models apply 
to remove the noise in each channel image and then the denoised image displays by combining of 
three denoised channels images. So, TDA approach will use to the assess a quality of natural denoised 
images and to determine the efficacy of PDE-based denoising models in the next section. 

4.1.1. TDA for evaluating noise removal from colour images 

After building the SCs from the bins, the obtained patterns is carefully analysed by looking at the LBP 
codes at different thresholdings, as a result, the cases of simplicial complexes that associated with the 
groups of G5 and G6 LBP codes at threshold T=9 are used to assess the quality of denoised images. 
The G5 and G6 groups are related with the geometric structure of a corners and an end of a line. 
Where these groups will play a important role as image quality assessment characteristic. After that, 
the number of CCs of the original images is computed and compared with three types of denoised 
images in 8 rotations of G5 and G6 LBP codes at T=9, as see in Figure 7.  

 

Figure 7: Quality assessment of denoised image using TDA approach at G5 and G6 in three noise 
types of natural dataset images. 

Figure 7 showed the average of the number of CCs at 8 iterations in G5 and G6 at threshold T=9 of 3 
noise types of natural dataset images that obtained using the TV-L1, TV-L2 and 4th-order models.  the 
number of CCs using the TV-L1 and 4th-order models.are nearer to the original images than those 
obtained using TV-L2 model in three types of noise. More precisely, the difference is significant and 
more distinguishable in quality comparison between denoised images obtained using TV-L1 model 
with those obtained using TV-L2 and 4th-order models.  

4.1.2. TDA for evaluating the Performance of PDE models 

This section study the behaviour of PDE-based denoising models and compare their results at 
different iterations in three types of noise using TDA approach. These PDE-based denoising models 
have a finite iteration number of numerical solutions through which to remove the noise in the images. 
These equations are solved at different iterations to check which one of these equations rapidly arrives 
at a steady state to remove the noise in the images, as seen in Figure 8, 10, and 12. The denoised 
images using three PDEs show in each row of these figures at a certain iteration and so on for other 
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rows. Figure 9, 11, and 13 display the average of the numbers of CCs in the original and denoised 
images at threshold T=9 in G5.  

 

Figure 8: Gaussian noise removal using PDE-based denoising models. Row 1, Row 2, and Row 3 
denoised images using three models at 50, 100, and 200 iterations, respectively. 

 

Figure 9: Evaluation of performance of PDE-based denoising models using TDA approach at different 
iterations for denoising Gaussian noise in G5 at threshold T=9. 

 

Figure 10: Salt &Pepper noise removal using PDE-based denoising models. Row 1, Row 2, and Row 
3 denoised images using three models at 50, 150, and 300 iterations, respectively. 
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Figure 11: Evaluation of performance of PDE-based denoising models using TDA approach at 
different iterations for denoising Salt and Pepper noise in G5 at threshold T=9. 

 

Figure 12: Speckle noise removal using PDE-based denoising models. Row 1, Row 2, and Row 3 
denoised images using three models at 100, 250, and 500 iterations, respectively. 

 

Figure 13: Evaluation of performance of PDE-based denoising models using TDA approach at 
different iterations for denoising Speckle noise in G5 at threshold T=9. 

The TV-L1 and TV-L2 models need large numbers of iterations to arrive in a steady state while the 4th-
order model need small number of iterations to arrive in a steady state because it use more 
information in the boundary conditions. Moreover, the TV-L1 and TV-L2 models are consumed a less 
time to arrive in the steady state than in the 4th-order model because the TV-L1 and TV-L2 models are 
of 2nd order. 

5. Conclusion and future works 

TDA approach proposed to assess the quality of natural denoised images and to study the efficacy of 
PDE-based denoised models. More accurately, the number of CCs is counted for both the denoised 
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and original images. The closer number of CCs of the denoised image to the number of CCs of 
original image, is the better quality of the denoised image, and consequently is the better denoising 
model. Experimental results showed the efficacies of TV-L1 and 4th-order model for removing the 
noise is better than TV-L2 model, and the efficacies of 4th-order model in edges persevation is better 
than TV-L1 and TV-L2 models. Also, the TV-L1 and TV-L2 models needed large number of iterations 
to arrive in the steady state however they are still faster than in the 4th -order model. The TDA 
approach gave a good evaluation of image denoising quality because their results corresponding with 
their qualitative results. In future, other types of noise and denoising models will be used to extend 
this investigation, and consequently analysis the quality of images under these effects. 
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