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Abstract 

In this article, a PD-type iterative learning control algorithm (ILC) is proposed to   a nonlinear time-varying system for cases 

of   measurement disturbances and the initial state errors. The proposed control approach uses a simple structure and has an 

easy implementation. The iterative learning controller was utilized to control a constant current source inverter (CSI) with 

pulse width modulation (PWM); subsequently the output current trajectory converged the sinusoidal reference signal and 

provided constant switching frequency. The learning controller's parameters were tuned using particle swarm optimization 

approach to get best optimal control for the system output.  The tracking error limit is achieved using the convergence 

exploration. The proposed learning control scheme was robust against the error in initial conditions and disturbances which 

outcome from the system modeling inaccuracies and uncertainties.  It could correct the distortion of the inverter output current 

waveform with less computation and less complexity. The proposed algorithm was proved mathematically and through 

computer simulation. The proposed   optimal   learning method demonstrated good performances. 

Keyword: Learning control, PD feedback, PSO, CSI. 

 

I. INTRODUCTION 

Learning control system is a control system that has the 

ability to learn. The term ‘learning control’ was frequently 

used with other words such as the ‘betterment process’, 

‘iterative control’ and ‘repetitive control’ to refer exactly to 

the same thing. The   idea   is   to apply a simple algorithm 

repetitively to an unknown plant system until perfect 

tracking is achieved. It evolves the performance by repeating 

the operation. 

 The first scheme of learning control algorithm was 

suggested in 1984 by Arimoto et al. [1]. It stands for the 

repeat ability of operation and prospect of developing the   

input value on the base of measurement data at the previous 

operation, no accurate description of dynamics for system 

under control is required for construction of the learning 

algorithm. So the proposed technique can face the 

nonlinearity of the system under control [2]. Later Arimoto 

et al. [3-5] developed the concept and actively presented 

their works in a number of published articles. 

 The learning control algorithms are used for control the 

robot manipulators in many applications [6-17]. In this 

article, learning control theory is utilized by developing a 

controller for (CSI) current-source PWM inverter. The 

proposed learning control algorithm was enhanced with PSO 

as an optimal approach to tune the gain parameters of the 

controller. 

II. LEARNING CONTROL METHOD 

The learning controller aims to improve the control 

command input of the system 𝑢𝑛(𝑡) to generate an output 

signal 𝑦(𝑡) that track a given desired output  𝑦𝑑(𝑡), through 

a fixed time duration. The basic method of iterative learning 

control can be seen in Fig. (1). The learning control input 

vector 𝑢𝑛(𝑡) and the output vector 𝑦(𝑡) are saved in memory 

at each time when  the system  model activates. The symbol 

k refers to the trial number while t is the time variable. The 

error performance is  𝐸𝑘  (𝑡)  =  𝑦𝑘  (𝑡) – 𝑦𝑑(𝑡), where the 

desired output of the system is  𝑦𝑑(𝑡). Then the learning 
controller function determines a new command input signal 

𝑢𝑛
𝑘+1(𝑡)  which using the error signal, and saved for the next 

iteration. The next input command is chosen to guarantee 

that the error performance will be gradually decreasing on 

the next iteration. 
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Fig. 1: Basic iterative learning control 

scheme 

III. THE CURRENT SOURCE INVERTER MODEL  

The current source inverter (CSI) model is   utilized in the 

applications of high-power, which has an   input source of dc 

constant current that is readily available, such as in the 

medium voltage ac drive with a controlled rectifier and super 

conducting magnetic energy storage [18]. In these 

applications, the main reason for utilizing a CSI was its 

essential bidirectional action, a smoother set of output 

voltage waveforms appropriate to operative ac motors 

without causing excessive insulation stress, and short-circuit 

protection [19]. 

 The function of CSI   is to transform   the   continuous dc 

input voltage into alternative output current. The inverter 

which gives constant output current gives high dynamic 

performance for ac drive [20].  In the last years, there has 

been a wide   interest to the control of CSI [21 - 26]. There 

are several types of controllers that actively control the 

output of the inverter along the entire waveform. The most 

widely used technique for   current control is the hysteresis 

current controllers which are also called instantaneous 

feedback current controllers [24].  

In this technique, the switching frequency varies during the 

fundamental period and may exceed the inverter switching 

devices limits at certain conditions. To overcome this 

problem, band hysteresis and adaptive hysteresis are used. 

These techniques will not completely solve this problem 

although   they complicated the design of the inverter. In this 

article, PWM constant current controller is proposed through 

the use of the ILC theory and enhanced by PSO optimal 

approach.  

The learning controller can compensate and correct the 

distortion of the inverter output current waveform due to load 

variations, disturbances and nonlinear load conditions with 

less computation and less complexity, which led to decrease 

the cost of the controller. 

 

 
                      

                 Fig. 2: The system model. 

IV. THE SYSTEM MODEL 

A general block diagram for learning controller of current 

source pulse width modulation inverter was indicated in Fig. 

(2). The bridge inverter and R-L load are used as the system 

plant of a closed loop digital feedback system. The closed 

loop system measures the output current 𝑖𝑘(𝑡) to make the 

inverter tracks a given reference current. The learning 

controller controls the inverter switches to make the output 

current track the desired sinusoidal reference signal. 

 The required pulse width is calculated by using learning 

control algorithm. The input control signal to the inverter 

switches is updated by the actual output measured current at 

the previous trail and desired reference output. The objective 

system    refers to inverter with R-L load. To allow the 

inverter output current to approach the desired one in each 

trail, input control signal to the inverter switches was 

obtained by the output measured current at the previous trail 

and reference one. 

The input PWM signal given to the inverter switches is 

modified by the data of the real output current at the previous 

trail of the sinusoidal period and updated iteratively, the 

trajectory tracking error 𝐸k, is gradually decreasing and with 

learning progresses it will converge to zero. The output 

current tracks the predefined trajectory. The dynamics of 

such a current-source PWM inverter with R-L load can be 

described in the following: 
 

 un (𝑡) = 𝐿 𝑥2(𝑡) +  (𝑅 +  𝑅𝑆 ) 𝑥1(𝑡)   (1) 
 

  𝑦(𝑡) = 𝑅𝑆 𝑥1(𝑡)              (2) 

                                          

with 
 

  [𝑥1(𝑡) 𝑥2(𝑡) ]=[𝑖𝑘(𝑡) 𝑖𝑘̇̇(𝑡) ]                  (3)  

  

 𝑥̇1(𝑡) = 𝑥2(𝑡)                        (4) 
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                   Fig. 3: PD type learning control. 

 

 𝑥̇2(𝑡) = −(𝑅 + 𝑅𝑆) 𝑥1(𝑡) + 1/𝐿 𝑢𝑛(𝑡)          (5) 

 

Where 𝑅𝑆  is the current sensing resistor, and 𝑦(𝑡)  is the 

output sensing current. This frame work of learning control 

which is shown in Fig. (1), postulates the following 

conditions [4]: 

  

1. For each process of the system it   has a fixed period of 

time, T > 0. 

2. A desired reference output signal 𝑦𝑑  (t) is priori known 

for the time period   𝑡 ∈  [0, 𝑇], 𝑦𝑑(𝑡 + 𝑇) = 𝑦𝑑(𝑡).   
3. The initial condition at every iteration is  fixed, the initial 

state 𝑥k(𝑡) can be defined at the beginning of each iteration 

as:  

𝑥𝑘(0) = 𝑥0    for   𝑘 = 1,2, 3, …   

                             

4. The parameters of the system are slowly changed with 

time and can be approximated to be fixed during learning 

time. 

5. The   next command input signal 𝑢𝑛
𝑘+1(𝑡)    must be 

composed of a simple and fixed recursive law as follows: 

 

 𝑢𝑛
  𝑘+1(𝑡) = 𝑓[𝑢𝑛

𝑘(𝑡), 𝐸𝑘(𝑡)]           (6) 

 

The input command signal 𝑢𝑛(𝑡) and the output trajectory 

tracking signal 𝑦𝑘(𝑡)  are saved in memory each time the 

system operates. The symbol k refers to the trail ILC 

algorithm    then     determine the error between the measured 

actual output and the desired reference signal, 𝐸𝑘(𝑡) =
𝑦𝑘(𝑡) − 𝑦𝑑(𝑡), where 𝑦𝑑 (t) is the reference desired output 

trajectory of the system. The suggested PD learning 

algorithms utilized in this article are as indicated below 

[3,11]: 

 

 𝑢𝑛
𝑘+1(𝑡) = 𝑢𝑛

𝑘(𝑡)  − (𝑘𝑝+ 𝑘𝑑 𝑑/𝑑𝑡) 𝐸𝑘(𝑡)      (7) 

 

The PD learning  control  function  generate a new input 

signal  𝑢𝑛
𝑘 +1(𝑡), that is  saved   in  the memory to utilize  on 

the  next  iteration, The next updated command input  is 

chosen  to guarantee that the error between  real and desired  

 

reference output signal will be gradually decreasing on the 

next iteration. The signal, 𝐸𝑘(𝑡) is the present error signal as 

shown in Fig. 3, 𝑘𝑝, 𝑘𝑑 are learning gains that employed as 

learning parameters. In the following section, the 

convergence proof is given. 

V. THE CONVERGENCE PROOF 

In this section, the mathematical proof of stability and 

convergence was developed for PD type learning controller. 

The switching PWM signal is shown in   Fig. (4). It indicates 

one sample of the PWM pattern, with 𝑛 the pulse width of   

the PWM pattern, 𝑡𝑑  is the time duration of one sample 

pulse. 𝑣 is the amplitude of the pulse. The equivalent control 

signal for input 𝑢𝑛(𝑡) is shown below [21]: 

 

 𝑢𝑛
  𝑘(𝑡 ) = [ 𝑛 𝑣 – 𝑣 (𝑡𝑑 –  𝑛 ) ] / 𝑡𝑑          (8) 

 

 ∆𝑢𝑛
 𝑘(𝑡 ) = 2 𝑣 / 𝑡𝑑  ( 𝑛𝑘(𝑡) − 𝑛𝑑(𝑡))          (9) 

 

 ∆𝑢𝑛
  𝑘 (𝑡 ) = 2 𝑣 / 𝑡𝑑   (∆𝑛𝑘(𝑡))             (10) 

 

   ∆𝑛𝑘(𝑡) = 𝑡𝑑 / 2 𝑣 ( ∆𝑢𝑛
 𝑘(𝑡 ))         (11) 

 

the proposed developed learning control algorithm is as 

indicated below: 

 𝑛𝑘+1(𝑡) =  𝑛𝑘(𝑡)– 𝑘𝑝 [ 𝑖̇𝑘(𝑡) − 𝑖̇𝑑 (𝑡)] − 𝑘𝑑 [  𝑖̇𝑘̇(𝑡) −

 𝑖̇𝑑̇(𝑡)]                         (12) 

 

Let  𝑛𝑑(𝑡) is the pulse width that yields the desired current 

signal 𝑖𝑑  (𝑡)  which have to be generated through update of           

  𝑛𝑘(𝑡) so  that     𝑛𝑘(𝑡) ⟶   𝑛𝑑(𝑡)  for  𝑡 ∈  [0, 𝑇],  and load 

current 𝑖𝑘(𝑡) generated  by this control  input  are  such that  

 ||∆ 𝑖𝑘  (𝑡)|| ⟶ 0  for all  𝑡 ∈   [0, 𝑇] . Subtracting 𝑛𝑑  (𝑡) 

from both sides of (12) 

 

𝑛𝑘+1 –  𝑛𝑑     =  𝑛𝑘 –  𝑛𝑑 – 𝑘𝑝 (𝑖𝑘 – 𝑖𝑑) – 𝑘𝑑 (𝑖𝑘̇̇– 𝑖̇𝑑̇)    (13) 

 

then 
 

  ∆𝑛k+1 =  ∆𝑛𝑘  – 𝑘𝑝 ∆𝑖𝑘  –  𝑘𝑑 ∆𝑖̇𝑘̇               (14) 

 

where 

 

  ∆𝑛𝑘+1=  𝑛𝑘+1 −  𝑛𝑑           (15) 

 

 Then each side were squared and multiplied by ( 1/𝑘𝑝 ) 

yields:  

 

1/𝑘𝑝 (∆𝑛𝑘+1)2 = 1/𝑘𝑝 (∆𝑛𝑘   – 𝑘𝑝  ∆𝑖𝑘   –  𝑘𝑑   ∆𝑖𝑘)2        (16) 
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Fig. 4: PWM Signal 

 

 

𝑘𝑝
−1∆𝑛𝑘+1

2    =   𝑘𝑝
−1∆𝑛𝑘

2  −  2 ∆𝑖𝑘   ∆𝑛𝑘 – 

2 𝑘𝑝
−1

 𝑘𝑑 ∆𝑖̇𝑘̇ ∆𝑛𝑘   + 𝑘𝑝  ∆𝑖𝑘
2 + 

𝑘𝑝
−1

 𝑘𝑑
2  ∆𝑖̇𝑘̇

2      + 2 𝑘𝑑   ∆𝑖𝑘  ∆𝑖̇𝑘̇                               (17) 

 

 

Then by Integrate each side of (17) for the time [0, T] 

yields: 

 

∫ 𝑘𝑝
−1𝑇

0
 ∆𝑛𝑘+1

2  𝑑𝑡 =  ∫ 𝑘𝑝
−1𝑇

0
∆𝑛𝑘

2  𝑑𝑡 –  

2 ∫ ∆𝑖𝑘
𝑇

0
 ∆𝑛𝑘  𝑑𝑡 − 2 ∫  

𝑇

0
 𝑘𝑝

−1 𝑘𝑑  ∆𝑖̇𝑘̇ ∆𝑛𝑘 𝑑𝑡 + 

∫ 𝑘𝑝
𝑇

0
 ∆𝑖𝑘

2 𝑑𝑡 + ∫ 𝑘𝑝
−1𝑇

0
 𝑘𝑑

2 ∆𝑖̇𝑘̇
2

   𝑑𝑡 +  

 2 ∫ 𝑘𝑑 ∆𝑖𝑘
𝑇

0
  ∆𝑖̇𝑘̇ 𝑑𝑡                                                          (18) 

 

Define a norm function as: 

 

 ||∆𝑛𝑘    || = || ∫ 𝑘𝑝
−1𝑇

0
 ∆𝑛𝑘

2  dt||1/2         (19) 

 

Then (18) in terms of L2-norm can be given as: 

 

||∆𝑛𝑘+1||2 =  || ∆nk ||2 + || 𝑘𝑑  ∆𝑖𝑘||2+|| 𝑘𝑑∆𝑖𝑘̇̇||2 – 

 2 ∫ ∆𝑖𝑘   
𝑇

0
∆𝑛𝑘   dt  – 2 ∫ 𝑘𝑑  

𝑇

0
 𝑘𝑝

−1∆𝑖𝑘̇̇ ∆𝑛𝑘    dt +  

2 ∫ 𝑘𝑑 
𝑇

0
 ∆𝑖𝑘 ∆𝑖𝑘̇̇ dt                                                       (20) 

 

If the product of ∆𝑛𝑘   with ∆𝑖𝑘  or with ∆𝑖𝑘̇̇   is positive 

always and achieves the margin that gives compensation for  
 

|| 𝑘𝑝
  ∆𝑖𝑘  ||2 + || 𝑘𝑑 ∆𝑖̇𝑘̇||2 in (20)  or if the inequality: 

 

2 ∫ ∆𝑖𝑘
𝑇

0   ∆𝑛𝑘   𝑑𝑡 + 2 ∫ 𝑘𝑑
𝑇

0
. 𝑘𝑝

−1∆𝑘𝑑  ∆𝑛𝑘    𝑑𝑡  –  

2 ∫ 𝑘𝑑
𝑇

0
 ∆𝑖𝑘  ∆ 𝑖𝑘̇̇ 𝑑𝑡   ˃ (1 +  𝛾 ) [ ∫ 𝑘𝑝

𝑇

0
 ∆ 𝑖𝑘

2 𝑑𝑡 

 +∫ 𝑘𝑑
2𝑇

0
𝑘𝑝

−1 ∆ 𝑖̇𝑘̇
2 𝑑𝑡 ] 

 =  ( 1 +  𝛾 ) ( || 𝑘𝑝
  ∆𝑖𝑘  ||2+|| 𝑘𝑑  ∆𝑖𝑘̇̇

2||)            (21) 

 

Then with a positive constant 𝛾 , we obtain from (20) the 

following inequality [21]: 

 

||∆𝑛𝑘+1||2 < ||∆𝑛𝑘   ||2 – γ ||𝑘𝑝∆𝑖𝑘  ||2 – γ || 𝑘𝑑∆𝑖𝑘̇̇||2         (22) 

 

 

which means that the input error in the pulse width is 

decreasing with repeated trails, since the sequence || ∆𝑛k  || is 

bounded and gradually decreased with learning progress as 

long as ||∆𝑖𝑘 || does not vanish, then monotonously decrease 

of ||∆nk || means the convergence which satisfies that  

 

 ||𝑘𝑝 ∆𝑖𝑘 ||2   + ||𝑘𝑑∆𝑖𝑘̇̇ ||2   ⟶ 0          (23) 

 

𝑎𝑠   𝑘 ⟶ ∞ This means that ‖∆𝑖𝑘‖ ⟶  0  and ‖∆𝑖̇𝑘̇‖   ⟶

0    as  𝑘 ⟶ ∞ which implies the convergence of learning 

law.  From (20) in order to ensure the convergence condition 

the term [5,21]: 

  

     ∫ ∆𝑛𝑘
𝑇 

0
 ∆𝑖𝑘  𝑑𝑡 >  0              (24) 

 

Then the principle condition for convergence is the left side 

of inequality (23) should be positive, which means the 

system under control satisfies the passivity property. Then 

by using (11) and the condition of (23) yields: 

  
   (𝑡𝑑 / 2 𝑣)  ∫ ∆ 𝑢𝑛

𝑘(𝑡)
𝑇

0
 ∆𝑖𝑘 𝑑𝑡  > 0          (25) 

 

the system dynamics must satisfy the passivity with respect 

to the output current to the input signal, the system is said to 

be strictly passive if 

 

  ∫ 𝑢𝑛
𝑘𝑇

0
𝑖𝑘   𝑑𝑡 > η ∫ 𝑖𝑘

2𝑇

0
 𝑑𝑡 + c          (26) 

 

Where   𝜂 > 0 and c is a constant [21]. Then by using (1) and 

(2)   we get 

 

∫ 𝑢𝑛
𝑘(𝑡)

𝑇

0
𝑦𝑘  𝑑𝑡  = ∫ 𝑅𝑠

𝑇

0
 𝑖𝑘 ( 𝐿

𝑑𝑖𝑘

𝑑𝑡
  (𝑅 + 𝑅𝑠)  𝑖𝑘) 𝑑𝑡    

= ∫ 𝑅𝑠
𝑇

0
((𝑅 + 𝑅𝑠) 𝑖𝑘

2 + 𝑖𝑘 (𝐿
𝑑𝑖𝑘

𝑑𝑡
 )) 𝑑𝑡 

= 𝑅𝑠 [ ∫ 𝑖𝑘
2𝑇

0
((𝑅 + 𝑅𝑠)𝑑𝑡 + 𝐿  ∫ 𝑖𝑘

𝑖(𝑇)

𝑖(0) 
𝑑𝑖𝑘] 

= 𝑅𝑠  (R+𝑅𝑠)∫ 𝑖𝑘
2𝑇

 0 
𝑑𝑡 +

1

2
𝐿𝑅𝑠[𝑖𝑘

2(𝑇) − 𝑖𝑘
2(0)]                        (27)  

 

Since 𝑖𝑘
2 (T) is always positive, (27) can match (26) with 𝜂 

and 𝑐 =  1/2 𝐿. 𝑅𝑆 𝑖𝑘
2 (0) which proves the passivity of the 

system. The performance of PD learning controller indicated 

in (7) is depending on 𝑘𝑝 the proportional gain, and 𝑘𝑑 the 

derivative gain. The particle swarm optimization (PSO) 

algorithm is utilized in this article which has convergent 

result and not required much iterations to get optimal values 

of 𝑘𝑝 and 𝑘𝑑.  

VI. PARTICLE SWARM OPTIMIZATION (PSO) 

    PSO is one of the bio-searching approaches utilized for 

many applications [27]. It was proposed by Kennedy and 

Eberhard. PSO utilized a suitable model based on the social 

interaction between, independent particles and it uses swarm 

knowledge in order to get the optimal solution of the global 

maximum or minimum of   a generic function. It depended 

on the behavior of individuals such as particles or agents of 

a swarm. 
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 In the PSO approach…the experience accumulated during 

the evolution is utilized to   find the optimal solution [28]. In 

every iteration, the particle moves depending on its velocity 

𝑣𝑒𝑖 and the fitness function to be optimized and determined 

for each particle in the swarm with regard to their 

current position. The best   fitness ever   reached by the 

swarm is the global optimum value. The modified velocity 

𝑣𝑒𝑖
𝑘+1 and position 𝑝𝑠𝑖

𝑘+1 of each particle can be determined 

utilizing the current velocity and the position for 𝑝𝑏𝑒𝑠𝑡 and 

𝑔𝑏𝑒𝑠𝑡 as indicated in the following equations: 

 

 𝑣𝑒𝑖
𝑘+1 = ℎ𝑘𝑣𝑒𝑖

𝑘 + 𝜙1𝛼1,𝑖
𝑘  (𝑝𝑏𝑒𝑠𝑡𝑖

𝑘 − 𝑝𝑠𝑖
𝑘) +

 𝜙2𝛼2,𝑖
𝑘  (𝑔𝑏𝑒𝑠𝑡𝑖

𝑘 − 𝑝𝑠𝑖
𝑘)                    (28) 

 
 𝑝𝑠𝑖

𝑘+1 = 𝑝𝑠𝑖
𝑘 + 𝑣𝑒𝑖

𝑘+1∆𝑡𝑠                (29) 
 
with  𝑘 is  the number of the  current  iteration,   𝑖   is the 

particle’s  index,  ℎ   is  a factor of  friction,  𝜙1 , 

and  𝜙2  are  the,social   and   cognitive  constants whereas  

 𝛼1     and  𝛼1   are   positive     random  numbers  with  a 

uniform,,distribution between 0 and 1,pbest…refers to the b

est position seen by..each  particle,   𝑔𝑏𝑒𝑠𝑡  is  best…positi

on  seen  by  whole   flock,  𝑣𝑒𝑖    is    the velocity 

of    current  particle,  𝑝𝑠   is  the current, position of, 

particle, and ∆𝑡𝑠  is the, step  time   that  is  equal to  1.  As 

initially established, ℎ frequently decreases linearly between 

about 0.9 to 0.4 through a run. Generally, the inertia weight 

is set depending to the subsequent equation: 

  

 ℎ = ℎ𝑚𝑎𝑥– (ℎ𝑚𝑎𝑥 − ℎ𝑚𝑖𝑛/ 𝑖𝑡𝑟𝑚𝑎𝑥). 𝑖𝑡𝑟        (30)         

  

with   𝑖𝑡𝑟𝑚𝑎𝑥  is the number of maximum iterations and 𝑖𝑡𝑟 is 

the number of current iteration [29]. The particle swarm 

optimization has the following steps which are described as 

follows [28,29]: 

1. Initialization the flock of particles with random values for 

the positions and the velocities. 

2. Determine the value of fitness for each element in the 

flock.  

3. The fitness for each particle is compared with its previous 

best fitness (𝑝𝑏𝑒𝑠𝑡) which was obtained in every iteration. 

4. Check if the present value is better than 𝑝𝑏𝑒𝑠𝑡 , then 

exchange 𝑝𝑏𝑒𝑠𝑡  with the present value so that the 𝑝𝑏𝑒𝑠𝑡 

location equal to the current location in the space. 

5. The values of 𝑝𝑏𝑒𝑠𝑡 of elements are compare then set the 

swarm global best location with the highest fitness (𝑔𝑏𝑒𝑠𝑡). 

6. Update the value of velocity and the value of position for 

each particle in swarm depending to equations (28) and (29) 

respectively. 

7. The steps from (1) to (6) is repeated until the convergence 

achieved. Fig. (5), shows the general flow chart of the PSO 

algorithm. 

 
Fig. 5: PSO algorithm flow chart. 

VII. SIMULATION RESULTS 

A digital computer simulation was carried out for the current 

source PWM inverter system controlled by learning control 

under linear load and studies the performance. It is assumed 

that the inverter operates with +1 and -1 p.u dc voltage 

supply. The reference sin wave is 1 p.u amplitude and 

frequency.  

The sampling frequency is 30 p.u. The load resistor is 1 p.u, 

load inductor 0.1 p.u. To show the performance operation of 

the proposed controller, we apply at starting arbitrary initial 

pulses to the inverter switching. The design structures are 

suggested to get best performance by comparing the tracking 

of the error values for the learning control scheme defined in 

(7).    

The classic learning PD algorithm is applied without optimal 

method as shown in Fig. (6), then Fig. (7) shows the 

effectiveness of the PD-PSO proposed method with 

assuming that there is no load variation. The PSO parameter 

‘s values which are utilized to get the characteristics of the 

PD-PSO controller are: the size of population is 50; h equal 

0.6; with the values of ∅1 and ∅2 equal to 1.2 and the 

iteration numbers is 100. 

The gain values of 𝑘𝑝 , and 𝑘𝑑 which are calculated 

depending to the best optimal solution obtained with PSO, 

are utilized to find the system's output when there is a load 

variations and a disturbance effect in the reference output on 

the first trail. 

 

The simulation purpose is to develop the controller's 

efficiency which is utilized two types of controller, classic 
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PD and PD-PSO controller. The optimal parameters obtained 

for PD-PSO, 𝑘𝑝  = 100.2, 𝑘𝑑  = 0.0037. The performance 

index is evaluated by using the following equation [9]:  

 

 MSE = 
1

𝑁
∑ 𝐸𝑖

2𝑁
𝑖=1                       (31) 

 

Where i denote the step number and the total steps number is 

N. The output performance with tracking error and 

performance index for each case is shown in table1. 

  It shows the mean squared error (MSE) for the algorithm at 

the sixth trial.  The simulation results highlight the main 

feature behind the schemes proposed in this work for each 

case problem, and it indicates that the PD-PSO leaning 

control algorithm gives faster performance compared with 

the other cases.  

The robustness of the algorithms against disturbance and 

modeling inaccuracy is studied through computer 

simulation. A load parameter variation is checked when the 

load is increasing by 20% during steady state. Fig. (8) shows 

how the error is minimized and approached to zero. 

 

 A disturbance is applied to the PD-PSO system by reducing 

the input dc voltage by 15% as shown in Fig. (9) which 

indicates that the system can face this sudden disturbance 

and compensate it. Simulation results showed that the 

inverter output would be in phase and very adjacent to the 

desired reference of sinusoidal signal.  

Any deviance of the output signal value from the reference 

signal value which produced by the load disturbances or 

nonlinear load variation could be compensated. The learning 

recursive law minimize the computation time which affect 

the maximum allowable pulse width. In these examples, the 

learning control gains are set the same as the previous two 

examples.  

VIII. CONCLUSIONS 

 

In this paper, learning control theory is employed to control 

current source PWM inverter so that the switching signal is  

Table 1 

Comparison of ILC algorithms using MSE at the sixth 

trail. 

PD controller  
Performance 

Index 

Performance 

Index with PSO  

Classic type 1.33E-05 1.20E-05 

The case with 

source disturbance 
1.37E-04 1.28E-04 

The case with load 

variation 
5.05E-03 1.12E-03 

 

 

determined and improved with the repeated trails. To achieve 

the control of the inverter output, the input pulses of inverter 

switches are modified in every trail depending on the 

difference between the output measurement signal and the 

desired one. 

 

 A PD learning controller enhanced with PSO method is 

achieved. To get the optimal gain values of the PD learning 

controller design of a CSI, the computer simulation results 

indicated that an optimized output response is given with a 

good performance for the case with optimal PD-PSO 

controller.  

 

The simulation results indicated that the proposed control 

structure can achieve an effective exploration for the optimal 

PD controller gains. From the comparison of results 

obtained, it was shown that the PD-PSO learning control 

method can develop the response of scheme dynamic in a 

better manner.  

 

Simulation results show the ability of the system to improve 

its performance on the previous operation as the action is 

repeated under load variations.  

 

The presented results illustrate the effectiveness of the 

controller when disturbances and load variation are 

presented in the system. Many digital controllers cannot face 

and compensate the characteristic load variations, where they 

need to identify the parameters on line which complicates the 

control structure while the learning controller can overcome 

this problem. 

 

 The controller needs less calculations which minimizing the 

complexity and cost. The proposed controllers are new class 

of microprocessor applications to power conversion 

technique.  
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Fig. 6:  Classic PD-type learning algorithm without optimal 

gain: (a)  𝑖𝑘(𝑡),  𝑖𝑑(𝑡) with switching signal,  (b) Tracking 

error,  (c)  The performance index. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (7): PD-PSO, type, learning algorithm: 

(a)  𝑖𝑘(𝑡), 𝑖𝑑(𝑡) with switching signal, (b) Tracking error, 

(c)  The performance index. 
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Fig. 8:   PD-PSO, type, learning algorithm with load 

variation: (a)  𝑖𝑘(𝑡), 𝑖𝑑(𝑡) with switching signal, (b) 

Tracking error,  (c) The performance index. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: PD –PSO Type controller results with source 

disturbance: (a)  𝑖𝑘(𝑡), 𝑖𝑑(𝑡) with switching signal, (b)  

Tracking error, (c)  The performance index.  
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