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Abstract

Nowadays, optical character recognition is one of the most successful automatic pattern recognition
applications. Many works have been done regarding the identification of Latin and Chinese characters.
However, the reason for having few investigations for the recognition of Arabic characters is the
complexity and difficulty of Arabic characters identification compared to the others. In the current work,
we investigate combining multiple machine learning algorithms for multi-font Arabic isolated characters
recognition, where imperfect and dimensionally variable input charactersare faced. To the best of our
knowledge, there is no such work yet available in this regard. Experimental results show that combined
multiple classifiers can outperform each individual classifier produces by itself. The current findings are
encouraging and opens the door for further research tasks in this direction.
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. INTRODUCTION

Over 300 million people around the world
speak Arabic. Arabic script recognition is a
significant tool in the development of new
communication means. It presents a crucial point
in human-machine communication development
[1]. Arabic belongs to the family of cursive
scripts. Over 450 fonts for printed Arabic
characters, which have different sizes, generate a
large number of morphological varieties for these
characters [2]. The printed Arabic script
recognition, therefore, remains a significant
challenge. Optical character recognition (OCR) is
the process of translating handwritten images,
typewritten images, or printed text into a format
understood by machines for the purpose of
editing, indexing/searching, and a storage size
reduction [3], [22]. Arabic OCR is a challenge
due to difficulties of Arabic characters that arise
from the characters' characteristics and how to
connect and write them. Considering these
reasons, the multi-font Arabic characters
recognition, which is a classification of a very
large number of pattern classes, becomes a much
harder problem. Considerable attention has been
paid to multi-font Latin [3], [4], [5] and Chinese
[6], [7] character recognition, while for Arabic it
is still limited due to the mentioned challenge.

There are a few researches that address the
multi-font character recognition for Arabic.
Amor and Amara [8] presented a hybrid
technique based on both hidden Markov models
(HMMs) and artificial neural networks (ANNS),
with Hough transform for features extraction, for
classification multi-font  Arabic characters.
Khorsheed [9] has developed an Arabic multi-
font OCR system using discrete HMMs along
with intensity-based features. The author
implemented character models using mono and
tri models. Kilic et al. [10] proposed an OCR
system  which  implements  segmentation,
normalization, edge detection and recognition of
the Ottoman script, which is a version of the
Perso-Arabic alphabet. The authors use Cellular
Neural Network (CNN) as edge detection of
Ottoman scripts, while the Support Vector
Machine (SVM) model is employed for
recognizing Ottoman characters. lzakian et al.
[11] proposed a chain code-based approach along
with other significant peculiarities such as the
number and location of dots and auxiliary parts,
and the number of holes existing in the isolated
character for identification of Farsi/Arabic
characters. Mazroui and Elmiad [2] developed an
approach based on the properties of Bézier curves

for classification. The tests were carried out on a
very large sample of 23 fonts.

This paper has five sections. Following this
introduction, Section 2 presents the aim of the
current work. Section 3 analyzes the Arabic
characters with short description to the main
problems associated with them. Section 4 gives a
brief explanation of GRNN, kNN, and SVM.
Section 5 describes the proposed technique.
Section 6 compare the results of the current
system and the others. Finally, Section 7 provides
the conclusion of this paper.

Il. RESEARCH AIM

In this paper, we aim at combining multiple
machine learning classifiers for the recognition of
multi-font isolated printed Arabic characters.
This technique based on combining three
machine learning  classifiers  (generalized
regression neural network (GRNN), k-nearest
neighbors (KNN), and support vector machine
(SVM)) by majority vote and backoff to
structural similarity index (SSIM) to produce the
final  decision.  Simulation  results have
demonstrated that the combination techniques
always outperform each technigue in isolation in
terms of recognition rate.Systems combination
has been vastly applied in various fields of
computer science such as pattern recognition [12]
and natural language processing (NLP) [13], [14],
[15].

I11. ARABIC CHARACTER FEATURES

Both Arabic characters and writing have
various features that make the identification of
Arabic character more complicated than the
character identification for other languages such
as Latin and Chinese. Arabic script (in both
typewritten and handwritten forms) is cursively
written from right to left [16]. Below are the
main Arabic character features.

1. There are 29 characters in the Arabic
alphabet. These characters vary in shape
depending on their position within a word.
Characters can have up to four distinct forms
corresponding to an initial, middle, final, or
isolated position, which increase the patterns
from 29 to about 111 patterns [17]. Table 1
illustrates these patterns (each cell in the table
represents the multiple forms for each character
depending on the position of this character in the
word).

Table 1.
The forms of Arabic characters



Meem Ayn Seen HHa Hamza
Noon Ghayn Sheen Khaa Alif
SRR &> FEL i L
uo= 3 & e
Ha Faa Saad Daal Baa
el sl Caca 8@ B KK i
° (&l <
Waaw Qaaf Dhad Dhaal Taa
- —a . Cyi
S R L R .
Ul pa <«
Yaa Kaaf Taa Raa Thaa
e+ ddss Ll >0 .
Laam Dhaa Zaay Jeem
JdLa Ll 3 -
&

2. Seventeen characters out of twenty-nine
have an integral part that is associated with the

character body. This integral part possibly single
dot, double dots, triple dots, or zigzag (s) that
maybe placed above (= «& <3 «), below (s «=),
or inside (z) the character body [16], [17].

3. Many character groups that have the
identical basic shape, but they are differentiated
by the number of the dots (&), the dots’
position (¢¢«z), or whether it is dot or zigzag (=« <)
[17].

4, There are no distinct upper and lower
case letterforms.

IV. RECOGNITION TECHNIQUES

Three different machine learning approaches
were investigated to recognize multi-font isolated
printed Arabic characters (Table 2). The
functional description of these techniques is
introduced in the following lines.

Table 2.
Pattern names and numbers
Char Char name Number of Total Char Char name Number of Total
order patterns patterns order patterns patterns
1 Alif 2 10 15 Dhad 4 20
2 Baa 4 20 16 Taa 4 20
3 Taa 4 20 17 Dhaa 4 20
4 Thaa 4 20 18 Ayn 4 20
5 Jeem 4 20 19 Ghayn 4 20
6 HHa 4 20 20 Faa 4 20
7 Khaa 4 20 21 Qaaf 4 20
8 Daal 2 10 22 Kaaf 4 20
9 Dhaal 2 10 23 Laam 4 20
10 Raa 2 10 24 Meem 4 20
11 Zaay 2 10 25 Noon 4 20
12 Seen 4 20 26 Ha 4 20
13 Sheen 4 20 27 Waaw 2 10
14 Saad 4 20 28 Yaa 4 20

Total number of patterns = 100
Total patterns for 5-font = 500

e  GRNN is a neural network. It predicts the
output of a given input data. It starts by preparing
a training dataset. Training data should contain
input-output mapping. After network training,
new testing dataset is fed. Then its output is
estimated using weighted average of the outputs
of the training dataset. The used weight is
calculated using the Euclidean distance between
the training data and test data [18]. If the weight
or distance is large, then the weight will be very
small, otherwise, it will put more weight to the
output. GRNN contains four basic layers. First,
the input layer that feeds the input to the next
layer. Second, the pattern layer that calculates the
Euclidean distance and activation function. Third,
the summation layer has two subparts: numerator
part and denominator part. Numerator part
contains summation of the multiplication of
training data and activation function, while

denominator part is the summation of all
activation functions. This layer feeds both the
numerator and denominator to the next output
layer, which contains one neuron. The output is
calculated by dividing the numerator part by the
denominator part.

e kNN is one of simplest supervised
machine  learning  algorithms  used  for
classification problems. ‘k’ here is the number of
nearest neighbors to examine [19].

To find nearest neighbor of unknown data, we
calculate Euclidean distance from all vectors in
data points, then we select the k neighbor item in
dataset, which are closest to new data.

This algorithm starts with determining the
value of k, then calculating the distances between
the test dataset and all the training dataset. The
most commonly used method for calculating
distance is Euclidean. After that, we sort the
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distance and determine k nearest neighbors based
on minimum distance values, then analyze the
category of those neighbors and assign the
category for the test data based on majority vote
that gives us the predicted class.

e SVM s supervised learning algorithm
used for classification task by separating data
using hyperplanes [20]. The objective of this
algorithm is to find a hyperplane in an N-
dimensional space, which represents a number of
features that has the maximum distance between
data points of classes in problem. Maximizing the
margin distance provides some reinforcement so
that future data points can be classified with more
confidence.

e To build SVM, we must know that
support vectors are data points which are closer to
the hyperplane and influence the hyperplane
position and the hyperplane orientation. Using
these support vectors, we maximize the classifier
margin. Deleting the support vectors will change
the hyperplane position.

V. RESEARCH METHOD

The current work aims at investigating the
evaluation of combining three efficient machine
learning techniques (GRNN, kNN, and SVM) to
classify multi-font isolated printed Arabic
characters, where the given letters are imperfect
with different levels of noise and dimensionally
variant. Then, the results of system combination
are compared with each individual technique.

Each system proceeds in three distinct stages,
as follows: (i) stage one prepares the given
characters image by acquisition, digitizing of the
character, remove the noise, binarized and
thinning; (ii) stage two extracts the distinct
features of the characters; and (iii) stage three
processes the extracted features to recognize the
given characters. Four different systems are used
through stage three, which are GRNN, kNN,
SVM, and combination system among them.
Figure 1 shows the block diagram of the current

system.
X

1

X

Feature Extraction
Recognition stage

If at least two
agree?

Find highest:
SSIM(X1,D1)
SSIM(X1,D2)
SSIM(X1,D3)

Recognize character

Figure 1. Block diagram of the current system

The following lines describe each stage
briefly.

A. Preprocessing Stage
This stage attempts to eliminate some variability
due to font style, the environment of writing,
acquisition, and image digitizing. Here, three
operations were used:
1) Noise Reduction

An adaptive median filter is applied here to
reduce the noise in the extracted image. This
filter can eliminate some of the noise with
keeping the image edges.
2) Binarizing

This part is responsible for converting the
given image f(x,y) into a binary image b(x,y). It
is done by replacing all pixels in the given image
with luminance greater than a specific threshold
T with the value 1 (White); otherwise replacing
the other pixels the value 0 (Black) as shown in
Eq. 1.

1 forf(xy)>T
b(x,y) = 0
&) { 0 otherwise( ' (1)

3) Thinning
It is done to make the characters around one
pixel wide.

B. Feature Extraction

The acquired characters from the given image
have dissimilar dimensions (e.g., the character
width of Alif (1) is distinct from the width of Taa
(<), and the height is different as well). To treat
this challenge, we used the discrete cosine
transform (DCT) [21] with 64 coefficients to
extract the Arabic character features. DCT is a
method to convert the data of the current
character image into its elementary frequency
components where high-value coefficients are
clustered in the upper left corner and low-value
coefficients are clustered in the bottom right of
the resulted matrix. We are using DCT to
generate the feature vector for recognizing a
character by selecting the first 64 higher value
DCT coefficients that are extracted in a zigzag
fashion.

C. Recognition Techniques

Four different systems have been examined in
this paper, as follows:

System 1: It uses the GRNN algorithm with an
integer output (1-28) that represents a character,
i.e. 1 for all Alif patterns, ..., 28 for all Yaa
patterns. The spread of radial basis functions was
0.2.



System 2: It uses the kNN with an integer
output (1-28) that represents a character, i.e. 1 for
all Alif patterns, ..., 28 for all Yaa patterns. The
nearest neighbors number (k) was 1.

System 3: It uses the SVM that relies on 28
SVMs, one rest method. The order of the
polynomial kernel was 2.

System 4: It is a combination system of the
three previous systems. It works as follow: if at
least two of the three members agree, then their
results are trusted, otherwise the structural
similarity index (SSIM) method is applied
between the given pattern and the outputs of the
system (1-3). The highest cost was used to
identify the recognized character. Consider the
systems (1-3) are completely disagree to classify
a character. For instance, at noise level equal to
50%, System 1 recognizes the character as Daal
‘2’ System 2 recognizes the character as Raa 7,
and System 3 recognizes the character as Dhaal
‘Y, The final decision, therefore, will be the
highest SSIM between the given characterand the
characters Daal ‘>, Raa ¢, and Dhaal ‘¥,

V1. RESULTS AND DISCUSSION

The training set used in this paper is Arabic
character images with five 14-point size fonts
(Arial, Times New Roman, Tahoma, Courier New,

Table 4.
Testing character samples with three levels of noise

and Adobe Naskh Medium). Table 3 shows
examples of these five fonts of each character in
the training set. This training set includes 500
patterns. The systems give a full performance on
the training dataset. To make testing sets more
realistic, three versions of a testing set are
generated. Each testing set is the same training set
after corrupted by one of the following levels of
“Salt & Pepper” noise: 10%, 30%, and 50%.
Some testing character samples (Arial 14) are
illustrated in Table 4.

Table 3.
Samples of font styles used in the study
Font Characters
names
L§}°Q?d‘£
TI\Ilr:v?/s éq'&&bhu'auauiw)‘)ﬁétccﬁﬁg\
Roman ¢s00edd
Tahoma &bl uwoweuvuwssdsizevovl
SqoupdId I
Courier b @ w ) 5 33 ¢ ¢ do o |
New s 9 0 o pdd 3 g e b
Adobe e . e s
Naskh dutt‘L‘LU‘U‘U“U‘)JJJCCC‘—“—“.—“
Medium ¢ 3000 dd

Testing char

Char name  Acquired char

Char corrupted
with noise level
10%

Char corrupted Char corrupted
with noise level with noise level

Jeem
”E"

30% 50%
B a ;

L 2
Daal
"J"

0] o
Dhaal wys
nan ";{ ¥
B
Zaay
Hjll
Waaw j
"J"

Figures 2-5 show the results obtained from
applying System 1, System 2, System 3 and

System 4 for three different noise levels (10%,
30%, and 50%) of the testing set.
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Recognition rate (%) for noise level 10%

W Systeml MSystem2 MSystem3 @ Systemd

100
D\D
u 80
e
< 60
= 40
@
@ 20
2 0
= 3R EEfIETIAESSREEESSEEEOoccE:
T 8 - = @ c 2 2 dd ® 0 ¢ 8 2 F £ g ®m e &3 =@ T =
F 3T g oz N » o v 3§ =) s C{”‘E%g =
character name
Figure 2. Recognition rate (%) of systems 1-4, noise level 10%
Recognition rate (%) for noise level 30%
W Systeml mMSystem2 MW System3 @ Systemd
100
°
@ 80
c
= 60
]
= 40
[ =
& 20
(=]
2 0
EWWWEWWEEW}C:-BUWWCCWHEHEEECWEW
S EFZFTZEEEERYIEEEZZEEZEE 52T ;¢
SCEETEELEREIET 5T 62278
character name
Figure 3. Recognition rate (%) of systems 1-4, noise level 30%
Recognition rate (%) for noise level 50%
M Systeml MESystem2 MESystem3 W Systemd
100
®
o 80
&
- 60
o
= 40
-
& 20
o
2 0
"‘_:fc-’U-.’UE@mﬁTUm}C:U'CMWCCW“E“EEE:ngm
o - [1°] T m [3-] 1] [F] Q (2] o - [1°] =) - o T o
ctml—]EEIﬁgga:Egég_gl—gq%mgggég §>-

character name

Figure 4. Recognition rate (%) of systems 1-4, noise level 50%



Total recognition rate % of Systems (1-4), noise level 10%, 30%, and 50%

100

80
60
40

recognition rate %

20

10%

MNoise level

W Systeml
W System2

W System3

System4

Figure 5. Total recognition rate (%) of systems 1-4 for each noise level

Closer inspection of Figures 2-5 shows that
the confidence-based backoff system (System 4)
outperform each of the individual systems
(System 1, System 2, and System 3) for all three
levels of noise. Additionally, a direct and
significant association between the performance
(recognition rate) and the noise intensity was
found. Accordingly, as the noise intensity
increased, the performance of systems (1, 2, and
4) decreased, except system 3, a touched increase
was observed in its performance.

The results also shows that system 4 gives
high performance for the characters (Alif, Khaa,
Daal, Dhaal, Raa, Zaay, Faa, and Qaaf),
especially for Dhaal character the system gives a
full performance for all three levels of noise.
Surprisingly, system 3 gives the stable
performance for Waaw character for all noise
levels and thus outperformed the other systems.

VI1I. CONCLUSION

The current work aims at suggesting a
technique for Arabic that is able to recognize
different fonts of isolated characters. If there are
different techniques do the same task but work
differently, it seems reasonable to use some wise
combination of them to exploit the unique
advantage of each one to obtain better
performance than obtained by any of them alone.
We have investigated strategy for combining
three machine-learning techniques  for
recognition Arabic characters, where imperfect
and dimensionally variable input characters are
used. The current strategy accepts the outputs of
the individual systems if at least two of them
agree and backoff to the highest SSIM between
the given character and the outputs of the system
(1-3) is used to identify the recognized character
if they do not. It is supposed that the reason for
the effectiveness of the current technique arises
from the fact that the individual systems work in
fundamentally various ways. Therefore, if the
systems make regular mistakes, these will be
different. This, in turn, means that the places

where the systems work perfectly will be
different.

Overall, the current findings  were
encouraging. The proposed system (System 4)
gives better results than each system in isolation
(System 1, System 2, and System 3). The total
recognition rates of each system were 63.8%,
64.5%, 58.4%, and 76.7% for System 1, System
2, System 3, and System 4 respectively.
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