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Abstract 

Many people lose their limbs due to many reasons, like car accidents, wars, birth 
defects, etc., which makes doing their daily activities difficult or even impossible. 
The future technologies of the robot applications can be used to help those 
amputees’ peoples. The robot controller is designed based on the eye gazing 
techniques, so it is possible for the robot to compensate the limbs in many of the 
jobs. In this paper, a robot controller is designed based on the direction of the eye 
gaze. In the proposed system, Industrial glasses are designed first to capture video 
for the eye, where this video is then analysed by the MATLAB software in order to 
track eye gaze towards the targets points. After that, the decision will be made, and 
then commands will be sent to the robot in order to achieve one of the functions of 
the limbs that will be performed by CS-113 ARM Robot. Several challenges are 
discussed and processed in order to solve the problem of eye structures differences 
and their effects on accuracy. The experimental results show the possibility of using 
the proposed system by the amputees. 

Keywords: Amputees, ARM robot, Artificial limb, Eye gazing tracking, Machine 
vision, Robot controller. 
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1.  Introduction 
The robots have been widely deployed in all areas of life and have become 
remarkably active in industrial, military and even personal applications, making them 
an indispensable part of life. These robots are self-controlled robots or can be 
controlled by humans (wired or wireless), and there are hybrid control types that 
respond by both other types of control. The types of wired robots, wireless robots and 
even self-controlled robots are remotely controlled using a hand-based control panel. 
Therefore, amputees are deprived of the possibility of using these robots in personal 
tasks and cannot be used in applications mentioned earlier. 

In recent decades, researchers developed eye-tracking methods that have become a 
good tool to help with different applications. The using of eye-tracking research is 
developed during three eras that summarize as follows: In the first interval (around 1879-
1920), the discovery of key concepts of eye activity such as the suppression of saccadic, 
cumin latency, and the size of the period of perception. In the second interval, begin at 
around 1930 to 1958 characterized by more applied fields that employ an eye movement 
in experimental psychology. Based on studies by Rayner [1] and Nakazawa et al. [2], 
while in the third era (around 1970-1998), refinement eye-tracking methods led to 
becoming more interactive and could be used in more applications such as diagnostic or 
interactive applications. 

The robustness of interaction between human and computers by interfacing 
methods led to using eye tracking as input tools for visual applications. An interfacing 
system must interact with the user based on observation of eye movements. Such 
interfacing systems can be categorized into two systems: selections system and gaze-
contingent system. In selective system, using the gaze point as a pointing device like a 
mouse, while gaze-contingent systems employ the user’s gaze knowledge to aperient 
the rapid rendering of complex displays (e.g., graphical environments) [3-5]. 

Biswas et al. [6] and Mason et al. [7] mentioned that the technologies of identifying 
eye gaze play an important role to extract information and features that help in the 
human-computer interaction (HCI) and machine smartness, in which, the researchers 
are interested with this topic while the accuracy of detecting and investigation of eye 
gaze play as an important role in the system performance. The intrusive techniques that 
used for extracted information with high accuracy from eye movements required 
equipment like electrodes, contact lenses, or head-mounted devices to physical contact 
with the user during the image acquisition [8-11]. While the nonintrusive technique 
used eye image captured by cameras for eye gaze estimation. The main four methods 
that used in nonintrusive techniques are the corneal reflex spots method, mapping 
function methods, artificial neural network, and projective geometry methods [12, 13]. 

There are two methods can be used for tracking eye gaze; the first one is 
dependent on corneal reflex spots, which can be achieved by analysing the IR spot 
reflected by the cornea. This method by Wang et al. [14] required complicated and 
expensive hardware; also, it is affected by sunlight and the type of glasses. The 
other method includes the principle of pattern recognition of eye based on image 
processing techniques, this method is starting with capturing video for eye and then 
analyse the video frames in order to extract the information required for recognition 
and then achieving tasks [15-18]. 

In this paper, the robot control system has been designed based on eye gaze to 
track points of targets in order to help amputees for achieving their tasks. The project 
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starting by implementing glasses having a camera, which uses to capturing video of 
eye gazing to the target points, then the captured video will be analysed by image 
processing technique in order to extract eye gazing features that used to identify and 
perform the tasks. There are several challenges are found through deriving the 
mathematical model, which required to obtain the gaze parameters and used to select 
the task, which should be performed. The challenges are represented by the structure 
of human eyeball and the structure of Glasses that used for this purpose. Several 
algorithms are used to achieve segmentation of frame extracted from the eye video. 
In addition, iris recognition has been performed to evaluate the iris deviation, in 
addition, a mathematical model is derived to evaluate the eye gaze direction based on 
iris deviation, which is used as stimuli for making decisions, and then generates 
parameters used to control ARM robot. The CS-113 ARM Robot is used to achieve 
several experiments that test this system. Experiments are starting by capturing video 
and using MATLAB to analyse this video (frame by frame), then using the extracted 
features for eye gazing in robot control tasks. 

The paper is organized as follows: In Section 2, the methodology of eye gazing 
tracking has been introduced; in Section 3, the implementation control system of ARM 
robot is explained, in Section 4, several experiments are implemented, while the results 
have been discussed. Finally, in Section 5, the conclusions of the paper are drawn. 

2.  Tracking of Eye Gaze  
In order to control the ARM robot, eye gaze tracking must be achieved. In the 
proposed system, the eye deviation and eyelash have been used as stimuli for this 
purpose. Figure 1 shows the comprehensive block diagram of the proposed system, 
which is describing the process of controlling the ARM robot. The sequence of the 
processes is starting by the real-time capturing video, which is read by a personal 
computer. The captured video is processed by MATLAB, which decision will be 
taken in order to produce the tasks that send to the controller box by RS232, which 
are used to control the ARM robot. 

2.1.  Monitoring eye in real-time 
A video capturing system has been designed to monitor eyeball motion as shown in 
Fig. 2. The eyeball motion is affected by head movement due to the eye gaze is affected 
by the outside environment, so the industrial black glass is used to fixed the camera to 
the head, which reduces the effects of head movement on the eyeball motion. 

Monitoring the eyeball motion needs to capture video in real-time. There are 
many types of cameras, which are categorized according to the resolution of the 
camera, snapshot speed (frame/s), zoom (lens size), and prices. Therefore, the 
features of the camera must be discussed in order to select a camera with optimum 
features for this task. Certainly, increasing the resolution of the camera will increase 
the performance of monitoring, but this required excellent microprocessor with high 
processing speed and big memory size. Snapshot speed should be selected suitable 
for the speed of the eyeball, in this work 30 frames/s or more is selected. Lens size is 
a very important factor because it effects on the camera resolution, which limits the 
distance between the camera and the eyeball (in this work the camera will be close to 
the eye). Finally, for more practical selection, the price of the camera should be 
appropriately chosen to be commercially accepted.  
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As shown in Fig. 2, high-definition (1080p) webcam has been used with 5x digital 
zoom, 24 bit/pixel, and 8.6447 frame rate. The camera must have fixed inside black 
isolated glasses in order to protect the video capture environment from affected by 
outside environment light, also, the normally distributed light inside video capture 
environment prevents the reflection of light spot by eye iris that will complicate the 
tracking of the eyeball and reduces the accuracy. 

 
Fig. 1. Block diagram of the comprehensive ARM 
robot system controlled by tracking the eye gaze. 

 
Fig. 2. Video capture system. 

2.2.  Video preprocessing 
Real-time video is analysed by MATLAB in order to extract the information required 
for gaze tracking that will be converted to the decision process. A video analysing 
starting by video pre-processing, which the captured video will unzip into sequences of 
frames analysed separately by image processing. According to Rashid [19], each frame 
passes into a sequence of the image processing system in order to find the centre 
coordinate of iris; these processes are shown in Figs. 3(a) to (f).  

The original image is shown in Fig. 3(a) has been converted to a grayscale image 
then manipulated by pixel intensity value to produce a binary image (see Fig. 3(c)), 
after that all bubbles in regions are filled to get solid regions in an image. Now the 
noise, which represented by unwanted small regions has been removed while only one 
region is passed from the high pass filter as shown in Fig. 3(d). This region is an iris, 
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which passes through a centroid algorithm in order to detect the centre of the region as 
shown in Figs. 3(e) and (f). 

 
(a) Original frame. 

 
(b) Grayscale image. 

 
(c) Binary image. 

 
(d) After removing noise. 

 
(e) Centroid evaluation. 

 
(f) Centre location of eye iris. 

Fig. 3. Detection eye iris centre position by image processing. 

2.3.  Eye gaze estimation 
In the previous subsection, the centre coordinate of iris has been detected, so the 
distance of iris deviation can be calculated when eye gaze is changed, and the 
accuracy of measurement is related to the image pre-processing quality, also the 
maximum distance of iris deviation can be calculated as shown in Fig. 4(a). The iris 
location at the eye centre representing the reference displacement (x = 0) while the 
displacement to right and left are x and -x respectively. Figure 4(b) shows the 
displacement and direction of the camera lens with respect to the eye. The value of 
iris deviation angle from the camera side can be easily evaluated by 

1tan
2

EW
D

ϕ −  =  
 

                  (1) 

The value of ϕ can be used for camera snapping range, but the value of ϕ 
affected directly by value of iris displacement (x). Eye gaze estimation can be 
achieved based on the iris deviation distance and the gaze direction is the angle 
between the line of sight and the straight line between the camera lens and centre 
of eyeball [20]. But there are many challenges must be solved to get high accuracy 
measurements, these challenges represented by the difference of eyes structures 
from human being to another, which the eye structure effecting on the value of (D, 
WE, and x) as shown in Fig. 5. 

To solve this problem, the mathematical model for estimating the eye gaze 
based on the eyeball dimension and the iris diameter as shown in Fig. 6 is used. 
C1 and C3 are the start and endpoints of the iris plane when iris centre and a 
camera centre are located on the straight line (the iris deviation is zero (x = 0)). 
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While B1 and B3 are the start and endpoints of the iris plane in the case of gaze to 
the target point. In this case, the value of iris deviation (x) can be calculated by 
the following Eq. [18]: 

2 2
cos sin

cos cos cos
Rdx B C

d R R
θ

θ
Φ

= =
+ Φ − Φ

               (2) 

1sin r
R

−Φ =                   (3) 

where R is the eyeball radius, r is the iris radius, θ is the deviation angle from the 
eyeball side, and d is the distance between the eyeball and target point. 

Gaze diagram in Fig. 6 shows that for increasing the tasks, which performed by 
eyeball motion, the number of target points must be increased, but there is a limitation 
for the number of target points, this limitation is the accuracy of tracking target points. 
To solve this problem the eyelash and gaze timing can be used to increase the number 
of tasks. Also, the distance between the eyeball and the camera lens (d) is an 
important factor related to the accuracy of evaluation eye deviation to the target point 
(see Eq. (2)). Increasing the distance (d) will increase the accuracy of tracking and 
controlling eyeball to target, but the distance is limited by the glasses, which is used 
for this purpose. 

  
(a) Distance of iris deviation. (b) Angle of iris deviation. 

Fig. 4. Maximum iris deviation. 

 
Fig. 5. Different types of eye structure. 
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Fig. 6. Diagram of gaze direction. 

3.  Implementing a Robot Control System 
Many researchers have been using the microprocessor to implement the proposed 
control systems [21-26]. In this paper, CS-113 ARM robot will be used for testing 
the efficiency of the control system by eyeball. CS-113 ARM robot is designed to 
simulate industrial robot operation in laboratory, which controlled by a personal 
computer using a simple basic program while the main part of CS-113 is Z-80A 
microprocessor board. The CS-113 has been modified by replacing the Z-80A 
microprocessor mainboard by the ATmega2560 microcontroller board in order to be 
compatible with windows system, also it can be easily programmed by high-level 
languages like MATLAB, Visual studio dot net etc. The CS-113 ARM robot is shown 
in Fig. 7(a) while the schematic diagram is shown in Fig. 7(b), which its 
specifications are multi-jointed, metal-plate structure with six stepper motors, 
position precision is ±0.9 mm, loading capacity is 0.5 kg (Max.), grasp of hand is 45 
mm, movement speed is 300 mm/s (Max.), and progress of freedom is 5. The Rotation 
of range for each motor is shown in Table 1. 

The motion control of CS-113 ARM robot is achieved by using six motors as 
shown in Fig. 7(b), therefore, eyeball motion will be employed for gazing to six target 
points in order to control the six motors and in addition to start/stop instruction will 
be achieved by an eyelash at the centre target point. To get more accurate results the 
target points will be placed on a curve instead of a straight line in order to achieve 
the same distance (d) between each target to the eyeball (see Fig. 8). The motor must 
be rotated in both directions, so the gazing to target point represents the value of 
rotation, while direction selection performed by an eyelash. 

Table 1. Motor movement specification. 
Joint name Rotation range 
Body 240o (right 120o, left 120o) 
Shoulder 144o (up 72o, down 72o) 
Elbow 100o (up 50o, down 50o) 
Bending of wrist 180o 
Rotation of wrist 360o 
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(a) CS-113 ARM robot. 

 

(b) CS-113 ARM robot schematic diagram. 

Fig. 7. ARM robot description. 

 
Fig. 8. Targets points diagram for CS-113 ARM robot controller. 

4.  Experiments and Results 
The CS-113 ARM robot will be controlled based on eyeball motion in the horizontal 
axis, and the iris deviation is tracked by image processing. As mentioned in previous 
sections, there are many limitations in iris deviation traction, which is represented by 
eye type, so these limitations are evaluated based on Eq. (2). 
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In Fig. 9, the relation between the deviation angle (θ) and deviation distance (x) 
is evaluated at (R = 12.5 mm, r = 6.5 mm) for different values of eyeball to target 
distance (d). From which, we can be seen the value of deviation distance is affected 
by the distance of the camera with respect to the eye, especially when the camera is 
placed close to the eye, but after 60 mm the effective of the distance value (d) is 
starting to reduce. Figure 10 shows the effective of eyeball and iris radius. From this 
figure, it can see that the value of angle deviation is fixed to (π/12) and then the value 
of iris deviation is evaluated with respect to camera location for different values of 
eyeball and iris radius. As seen in Fig. 10, the value of iris deviation is affected by 
the size of eyeball and iris, so the human eye must be calibrated at the first step when 
using the system. 

 
Fig. 9. Iris deviation (x) with respect to deviation angle (θ). 

 
Fig. 10. Iris deviation (x) with respect to camera location (d). 



A Robot Arm Control System for Amputees using Eye Gazing Techniques       914 

 
 
Journal of Engineering Science and Technology               April 2020, Vol. 15(2) 

 

In order to test the effectiveness of the designed system, several experiments 
have been performed and performance evaluation has been achieved. Iris 
deviation has been practically evaluated with respect to target points that are 
shown in Fig. 8. The angle deviation of each target point evaluated based on the 
following equation: 

1tan MC
d R

θ −=
+

                      (4) 

These values are evaluated for an eye with (R = 12.5 mm, and r = 6.5 mm), and the 
camera is placed in the distance (d = 40 mm). In addition, the distance between each two 
target points is (MC =10 mm). Figure 11 shows the comparison between simulation and 
practical results while the error value between simulation and practical results are listed 
in Table 2. These values of error are acceptable for system performance due to the gap 
between iris deviation values with respect to the error value. 

The comprehensive system has been tested by experiment setup that emulates the 
task of ARM robot motion to achieve path planning. Figure 12 shows the prototype 
task of the industrial application represented by transfer products from point to the 
target place. The motion of robot ARM’s joints is controlled by eye movements, 
which the angular displacement of each joint is specified by gazing time to target 
point in glasses. Figure 12 shows the relation between gazing time and angular 
displacement value for each tested joint. 

Table 2. Comparison between simulation and practical values of iris deviation. 

Target 
point 

Deviation 
angle 

(degree) 

x-coordinates 
of target 

points 

Iris deviation 
distance xs 

(simulation) 

Iris deviation 
distance xp 
(practical) 

Error 
= |xs-
xp|/xs 

M1 -30 10 mm -5.15 mm -4.82 mm 0.068 
M2 -20.85 20 mm -3.5 mm -3.23 mm 0.077 
M3 -10.78 30 mm -1.75 mm -1.83 mm 0.045 

 

 
Fig. 11. Simulation and practical values 

of iris deviation with respect to deviation angle. 
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(d) Down direction. 
M3 rotate -30o 
x = -1.8 mm 
t = 6 → 8.37 s 

(c) Down direction. 
M2 rotate -45o 
x = -3.2 mm 
t = 3.6 → 6 s 

(b) Right direction. 
M1 rotate 45o

 

x = -4.8 mm 
t = 0 → 3.6 s 

(a) Center location. 
Reference position 
x = 0 mm 
t = 0 s 

    

    
(h) Left direction. 
Eyelash (1 s) at M1 
x = -4.8 mm 
t = 14.77 → 15.77 s 

(g) Up direction. 
M2 rotate 45o 
x = -3.2 mm 
t = 12.37 → 14.77 s 

(f) Up direction. 
Eyelash (1 s) at M2 
x = -3.2 mm 
t = 11.37 → 12.37 s 

(e) M5 Close gripper. 
x = 3.2 mm 
t = 8.37 → 11.37 s 

    

    
(l) M5 Open gripper. 
x = 3.2 mm 
t = 26.84 → 29.87 s 

(k) Open gripper. 
Eyelash (1 s) at M5 
x = 3.2 mm 
t = 25.84 → 26.84 s 

(j) Down direction. 
M2 rotate -55o 
x = -3.2 mm 
t = 22.97 → 25.84 s 

(i) Left direction.  
M1 rotate -90o

 
x = -4.8 mm 
t = 15.77 → 22.97 s 

    

    
(p) Up direction. 
M3 rotate 30o 
x = -1.8 mm 
t = 34.8 → 37.2 s 

(o) Up direction. 
Eyelash (1 s) at M3 
x = -1.8 mm 
t = 33.8 → 34.8 s 

(n) Up direction.  
M2 rotate 45o 
x = -3.2 mm 
t = 30.87 → 33.8 s 

(m) Up direction. 
Eyelash (1 s) at M2 
x = -3.2 mm 
t = 29.87 → 30.87 s 

 

 

 
 

 

(q) Right direction. 
M1 rotate 45o

 

x = -4.8 mm 
t = 37.2 → 40.8 s 

Fig. 12. CS-113 ARM robot controlled by eye gaze. 
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At this test, the robot ARM reaches the target position directly, but this status 
represented ideal state, normally the user needs more time for tuning position. The 
user needs to be trained on this system to reduce the time required for tuning position. 
For example, several persons with different ages tested the designed system by 
control robot motors to achieve ARM robot joint angle value. Figure 13 shows the 
number of trials to train with respect to personage, which these values are 
approximate values. 

 
Fig. 13. Training test on motor no. 3.  

5.  Conclusions 
In this paper, the robot controller based on tracking eye gaze has been achieved and the 
system is tested by performing several experiments using CS-113 ARM robot. During 
the emulate process of eyeball motion through gazing to target points, appeared several 
challenges represented by analysing capturing video by image processing and the 
structure of the human eye. Therefore, the iris location detection during eye gazing to 
target points fixed inside industrial glasses, while the difficulty through iris tracking 
appear when eyeball affected by an outside light spot, which this problem solved by 
using isolated black industrial glasses. The challenges of the human eye structure have 
been discussed, in which the effectiveness of eye structure parameters on the evaluation 
of iris deviation has been minimized during the eye is gazing to the target points. Eye-
tracking system practically tested on the human eye with (R = 12.5 mm, r = 6.5 mm, d 
= 40 mm), in which, the results show the control system can track the iris deviation 
during gazing to the targets points. The ARM robot has been tested for the ability to 
employing it in the industrial application in real-time. In addition, the amputees must 
be trained in order to achieve the joint angle with good accuracy and suitable time. 
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