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a b s t r a c t

Intensive calculations in the framework of the density functional theory (DFT) scheme have been carried
out in order to predict accurately the dynamical stability and electronic properties of the zinc-blend-
derived Cu2ZnYX4(X ¼ S, Se, Te, Y ¼ Si, Ge, Sn) compounds. Emphasis is also placed on the optical
properties of the defect chalcopyrite compounds. Advantages of the analysis of the topology of the
electron localization function (ELF) to provide microscopic point of view of the chemical bonding in
solids are illustrated. A relationship between polarization of bonds and origin-independent atomic
contributions to electric dipoles in the Cu2ZnYX4(X ¼ S, Se, Te, Y ¼ Si, Ge, Sn) defect chalcopyrite
compounds is highlighted. In fact, what makes these compounds most interesting is a rich collection of S
eY long-distance bond paths. The ELF attractors do not systematically localize on the bond midpoint and
their localization depends on electronegativity differences between the atoms forming the XeY bond
and on the nature of the chemical environment. Particularly, we show that the charge transfer remains
generally the main contribution to the local bond dipole contribution. The compound which exhibits
perturbed S lone pair is the more promising for nonlinear optical properties.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

In recent years, several studies have been devoted to the zinc-
blend derived materials [1]. However, the origins of permanent
and induced dipole moments in these systems, related to electric
polarizabilities and other optical response properties, are still
largely unknown. In 2001, Quemard et al. [2] have suggested that
the concentration of electron lone pairs is the dominant factor in
achieving large nonlinearities, and it has recently been confirmed
ces et Techniques, BP 165 R.P.,

ani).
that the nonlinear refractive index increases with the most polar-
izable constituent. Moreover, it has been recently shown that a
change in the electron lone-pair concentration modifies the energy
gap in a way that it is impossible to determine whether a corre-
sponding change in the nonlinearity is due to lone pairs or resonant
enhancement [2].

In this work, we propose to highlight the relationship between
polarization of bonds and lone pairs (microscopic point of view)
and the macroscopic optical properties by means of the Quantum
Chemical Topology (QCT). This methodology is based on a com-
bined study of gradient fields of the electron density, namely the
Atoms in Molecules Theory (AIM) [3e5] and the Electron Locali-
zation Function (ELF] [6,7]. Overall, the aim of this methodology is
to answer general questions about the nature of chemical bonds or
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the reactivity of chemical compounds [8,9], but we focused more
particularly our study on the polarity of bonds and lone pairs. To do
so, a set of candidate crystalline compounds, namely Cu2ZnGeS4,
Cu2ZnGeSe4, Cu2ZnGeTe4, Cu2ZnSiS4, Cu2ZnSiSe4, Cu2ZnSiTe4,
Cu2ZnSnS4, Cu2ZnSnSe4 and Cu2ZnSnTe4 have been studied. Among
theses systems, we carried out topological analyzes of three
selected compounds, namely Cu2ZnSnS4, Cu2ZnGeS4 and Cu2Zn-
SiS4. Indeed, these materials are suspected to have an interesting
polarizable behavior, namely a nonlinear behavior in their optical
properties. Indeed, in this kind of compounds could played an
crucial role in the structural distortions.

Overall, the minerals under study belong to the AI
2 BII CIV XVI

4
compound family structured in different ordered superstructures
on the basis of zincblende, with three different cations and 8
cationic sites [1]. Such quaternary semiconductor systems are
promising for photovoltaic applications [10e12]. They also aroused
much interest in the field of nonlinear optics (NLO) since their
unusual nonlinear optical indices have been noticed [12]. Unfor-
tunately, there is a cruel lack of experimental nonlinear suscepti-
bility data for defect chalcopyrite phases, mainly due to the
difficulty of growing sufficiently large single crystals. In this
perspective, we hope that first-principles calculations, relying on
unambiguous chemical information, may help to pinpoint the
benchmarks that make these compounds good candidates for
application in the nonlinear fields. The importance of polarizabil-
ities and hyperpolarizabilities is widely recognized since they are
needed in the study of the nonlinear optical properties of atomic
and molecular systems [13e15]. Given the overall closeness in
chemistry and a tricky structural relation between the dipolar
contribution of bonds into the entitled compounds, we can trace
how the features of different spatial confinement of bond and
charges emerge and give rise to the hyperpolarizability trend.

We organize the paper as follows: After a presentation of the
methodology in Section 2, Section 3 will refers to the technical side
of calculations. Section 4 is divided in two more sections. The first,
briefly outlines the structural and dynamical properties of the
investigated compounds. The second one gives detailed study of
electronic, bonding and optical properties of the studied materials.
We will also rationalize here our findings in terms of simple ideas.
Finally, Section 5 will present our conclusions and some future
prospects.

2. Theory

The Electron Localization Function (ELF) was originally designed
by Becke and Edgecombe to identify localized electronic groups in
atomic and molecular systems [6] in a HartreeeFock framework.
From this seminal definition, several interpretations were given, for
example in the context of Markovian processes [16,17]. However,
themost intuitive interpretation is that proposed by Savin et al. [18]
in the DFT framework for which ELF can be understood as a local
measure of the excess of local kinetic energy of electrons due to the
Pauli principle, tpð r!Þ. This quantity is computed by subtracting the

bosonic contribution,
���Vrð r!Þ

���2=8, from the kinetic energy density

of the system, tð r!Þ. Re-scaling it with respect to the homogeneous
electrons gas like in the original definition provides the core of ELF,
cð r!Þ:

cð r!Þ ¼ tpð r!Þ
twð r!Þ ¼

tð r!Þ � 1
8
jVrð r!Þj2

r

cFr5=3ð r!Þ (1)

where cF is the Fermi constant. According to this definition, the
regions of electron pairing would have a small c value. In order to
inverse this relationship and map it in a closed interval, the final
function was defined as follows:

ELFð r!Þ ¼ 1
1þ c2ð r!Þ (2)

It can be easily seen that ELF runs from0 to 1, and equals to 0.5 in
the uniform electron gas. Note that this expression has been also
defined a quasirelativistic context [19].

Based on the theory of gradient dynamical systems, the quan-
tum chemical topology is a combined analysis of gradient fields of
the electron density (AIM theory) and the ELF functions. This
methodology is an interesting tool to overcome the complexity of
molecular orbital analysis due to their delocalized character. This
analysis provides non-overlapping regions, termed basins (noted
U), which are stable manifolds of the attractors (maxima) (this
would be like partitioning a set of mountains by the valleys) [3,7,9].
While AIM topology is only atomic, the ELF topology gives a non-
atomic partition into localized electron pairs regions. A synpatic
order of a valence ELF basin is the number of core basins withwhich
they share a common boundary (zero-flux surface). Each valence
basin is then presented with a chemical meaning in agreement
with the Lewis theory: monosynaptic basin, labeled V(A), in the
lone-pair region of A atom; disynaptic basin, labeled V(A, B), of
two-center A-B bonds. Overall, the spatial location of basins closely
match the VSEPR domains [20].

Integrated properties can be determined by integration of the
electron density over the basin volumes. Most commonly, basin
volumes and populations (noted N) are used in order to rationalize
the bonding schemes in molecules or in solids. The atomic AIM
charge of a topological atom, q(U), can be calculated by subtracting
the atomic population from the valence of each atom, Zval. The
properties of these basins have a chemical meaning inherited from
the partition, so that the integration of the density over a ELF basin
associated with a V(A, B) basin, can be understood as the bond
population of the two-center AeB bond. From a microscopic point
of view, a way to compute the basin polarization of any covalent or
dative bond can be performed using a combination of ELF and AIM
topologies. Indeed, Raub and Jansen [21] have introduced a bond
polarity index pXY defined for a disynaptic basin V(A, B) as follows:

pXY ¼ A
��N½VðA;BÞ� � B

��N½VðA;BÞ�
A
��N½VðA;BÞ� þ B

��N½VðA;BÞ� (3)

where A
��N½VðA;BÞ� and B

��N½VðA;BÞ� provide the AIM contributions
of A and B, respectively, to the total population of V(A, B). Thus, a
strong polarized bond yields an index close to 1.

Moreover, it has been shown that the AIM basin polarization can
be evaluated bymeans of the magnitude of the dipolar electrostatic
moment (noted jM1j) [4,5,22]. Note that recently, this methodology
has been also adapted to the ELF topology [8]. The components of
the jM1j are calculated as follows:

M1;xðUÞ ¼ �
Z

U

ðx� XcÞrðrÞdr3 (4)

M1;yðUÞ ¼ �
Z

U

ðy� YcÞrðrÞdr3 (5)

M1;zðUÞ ¼ �
Z

U

ðz� ZcÞrðrÞdr3 (6)

where Xc, Yc, Zc are the cartesians coordinates of the nuclear centers.
jM1j is then calculated as the square root of the sum of squared
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components. Because of the invariance of jM1j with respect to the
orientation of the system of axis, it is then possible to compare the
polarization lone pairs in different chemical environment [23].

A goal of this article is to highlight the relationship between
polarization of charge distributions (microscopic point of view) and
the macroscopic optical properties related to the total energy E of a
perturbed system. E can be expressed in powers of the field com-
ponents (denoted by indices t, u, v /)

Eð 3Þ ¼ Eð0Þ �
X
t

mt 3t � 1
2!

X
tu

atu 3t 3u � 1
3!

X
tuv

btuv 3t 3u 3v

� 1
4!

X
tuvw

gtuvw 3t 3u 3v 3w þ… (7)

where derivatives

mt ¼ �vE
v 3t

����
0

(8)

atu ¼ � v2E
v 3tv 3u

�����
0

(9)

btuv ¼ � v3E
v 3tv 3uv 3v

�����
0

(10)

gtuvw ¼ � v4E
v 3tv 3uv 3vv 3w

�����
0

(11)

represent optical properties of increasing order, respectively: the
permanent electric dipole moment m (vector), the polarizability a

(tensor of rank 2), the 1st hyperpolarizability b (tensor of rank 3)
and the 2nd hyperpolarizability g (tensor of rank 4).

3. Computational modelling

In order to assure the accuracy of the global investigation
(electronic and optical properties), we have followed first-
principles methodologies based on the density functional theory
as implemented in the (all-electron full potential linearized
augmented-plane wave) FP-LAPW ELK [24] package. We used the
ability of ELK code to do a full optimization of the defect chalcopyrite
structure. A satisfactory degree of convergence was achieved by
considering a number of FP-LAPW basis functions up to RMT � Kmax

equal to 8 (where RMT is the minimum radius of the muffin tin
spheres and Kmax gives the magnitude of the largest k vector in the
planewave expansion). To keep the same degree of convergence for
all the lattice constants studied, we kept the values of the sphere
radii and Kmax constant over all the range of lattice spacing
considered. However, Fourier expanded charge density was trun-
cated at Gmax ¼ 12. As a general guideline, structural and geomet-
rical optimization tasks were calculated under the hybrid
generalized gradient approximation (PBEsol) using Perdew-Burke-
Ernzerhof functional revised for solid [25]. Whereas the modified
Becke and Johnson (mBJ) potential [26] was used for electro-optic
investigation. The Engel-Vosko-GGA (EV-GGA) formalism [27]
was also applied to optimize the corresponding potential for
calculating the band structure and optical properties.

For the calculation of local measures (ELF, AIM and dipolar po-
larization), we have used the Vienna ab initio simulation package
(VASP) [28]. We used the projector augmented wave (PAW) all-
electron description of the electron-ion-core interaction [28]. To-
tal energy minimization was obtained by calculating Hellmann-
Feynman forces and the stress tensor. The optimization of lattice
parameters and the relaxation of atomic positions have been done
by the conjugate gradient method. The atomic relaxation was
stopped when forces acting on atoms were less than 0.01 eV/Å. The
cut-off was found to be adequate for the structural as well as for the
electronic structure. It is not observed statistically significant
changes in the key parameters when the energy cut-off is increased
from 550 to 600 eV. The 10 � 10 � 8 grid of Monkhorst-Pack points
was used. The convergence in the total energy of the unit cell was
better than 1 meV/atom. All the topological analyses were carried
out with the TOPCHEM package [29] using very fine grids (AIM and
ELF) of size 216 � 216 � 430.
4. Results and discussions

4.1. Ground state properties

Theoretically, the zinc-blend-derived k€esterite (KS) structures
[space group I4, Fig. 1(b)] have been shown to be the most stable
structures for the Cu2ZneIVeVI4 systems due to the small strain
energy and more negative Madelung energy. The zinc-blend-
derived stannite (ST) structures [space group I4 2m, Fig. 1(c)] are
slightly less stable than the KS structures, and the KS and ST
ordering may coexist in the synthesized samples. But according to
the works of Pamplin [30] Cu2ZneIVeVI4 systems can also exist in
the defect chalcopyrite (DC) structures [space group I4, Fig. 1(a)],
subject of this study. Due to their band gap around 1.5 eV, it is
undoubtedly proven that KS and ST structures are promising for
solar cells applications [31]. But DC system seems to have lower
values of band gap, which make it rather more favorable for NLO
applications.

We have completed extensive numerical analyses in order to
secure stability of the computed zero pressure equilibriumvalues of
the tow structures (KS and DC). We convert the calculated energy-
volume (E,V) into static and finite-temperature pressure-volume
(p,V) isotherms using numerical and analytical procedures coded in
the GIBBS2 program [32]. Thermal contributions are included by
means of a non-empirical quasi-harmonic Debye-like model. This
approach only needs the set of (E,V) points and the calculated static
bulk modulus to evaluate thermodynamic properties at different
temperatures. At each volume, the internal parameters are opti-
mized to give the minimum total energy following a conjugate
gradient algorithm. This procedure provides the dependence of the
total energy on volume, which serves as an input for the determi-
nation of the equation of states (EOS). The athermal (static)
computed lattice parameters for the 18 compounds in their
respective structures [33] are displayed in Table 1. As the KS
structures of our compounds are widely investigated experimen-
tally [34e38] and theoretically [33] we can have an opportunity to
compare our results with them. So, to prove the accuracy of our
calculation, we fed Table 1 with the optimized parameter of the KS
structure. As regards the comparison with available experimental
data at room temperature, it is to be noticed that theory yields a
closer results compared to the data values quoted in Refs. [33e37].

Calculating the phonon spectra is arguably most successful
technicalway for the prediction of the stability of the solid. However,
the computational cost can be too large. To achieve the proof of the
stability of any material, researchers make use to evaluate the Born
stability criteria which ensures that the lowest frequency acoustic
branches at the G-point in the phonon dispersion have all positive
slopes. This criteria can be calculating by diagonalizing the ℂij ma-
trix; ℂij being the non-zero elastic stiffness. The calculating elastic
stiffness have been calculated and listed in Table 1. We can evaluate

the Born stability criteria: C11 >
���C12

���; ðC11 þ C12ÞC33 >2C2
13,C44 > 0



Fig. 1. Structural representation of the (a) defect chalcopyrite (sp I4) (b) k€esterite (sp I4) and (c) stannite (sp I4 2m).
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and C66 > 0. As a qualitative check of Table 1, we can assessed these
criteria of each predicted defect chalcopyrite and k€esterite com-
pounds and confirm their mechanical stability.

Even though the inner strain component is particularly difficult
to calculate shear constants (C44 and C66). Our calculated elastic
constants appear to be comparable to those quoted from available
theoretical values in Refs. [39e41]. May be the small difference is
due to the used of methodologies and XC exchange: pseudo po-
tential (GGA) in Refs. [39e41] and FP-LAPW (PBEsol) in this work.
To check the internal consistency of our elastic constants we can
compare the bulk modulus reported on Table 1 with an equivalent
combination of the ℂij’s. Bulk modulus should be bound from above
Table 1
Calculated lattice parameters (a and c in Angstrom), bulkmodulus (B0 in GPa) and elastic co
ℂij Voigt (BV) and Reuss (BR) modulus given in GPa unite.

a c B0 C11

Cu2ZnGeS4 (DC) 5.4374 10.785 70.184 101.18
(KS) this work 5.359 10.646 78.365 119.88
Refs. [33e37] 5.341 10.5111 e e

Cu2ZnGeSe4 (DC) 5.6673 11.286 63.709 103.53
(KS) this work 5.666 11.277 71.498 88.48
Refs. [33e37] 5.606 11.0438 e e

Cu2ZnGeTe4 (DC) 6.0878 12.123 45.619 61.01
(KS) this work 6.08709 12.123 19.006 30.13
Cu2ZnSiS4 (DC) 5.3083 10.445 92.292 130.58
(KS) this work 5.309 10.451 93.259 149.20
Refs. [33e37] 5.309 10.384 e e

Cu2ZnSiSe4 (DC) 5.6234 11.089 77.850 108.04
(KS) this work 5.61835 11.0897 79.469 127.34
Refs. [33e37] 5.607 10.956 e e

Cu2ZnSiTe4 (DC) 6.0358 11.969 50.805 87.58
(KS) at 293 K Ref. [38] 5.9612 11.7887 e e

(KS) this work 6.04495 11.99181 50.811 91.67
Cu2ZnSnS4 (DC) 5.4679 10.936 80.241 115.16
(KS) Refs. [33e37] 5.427 10.8757 e e

(KS) this work 5.468 10.933 72.802 116.67
(KS) VASP (PAW) Ref. [39] 5.477 10.941 67.8 91.8
(KS) CASTEP (GGA-WC) Ref. [41] 5.393 10.797 78.439 105.582
Cu2ZnSnSe4 (DC) 5.7636 11.549 67.667 110.80
Refs.[33, 34, 35, 36, 37] 5.693 11.329 e e

(KS) this work 5.7641 11.525 66.757 111.38
(KS) VASP (PAW) Ref. [40] 5.770 11.533 55.7 75.9
(KS) CASTEP (GGA-WC) Ref. [41] 5.642 11.303 65.706 90.721
Cu2ZnSnTe4 (DC) 6.1593 12.306 46.553 56.36
(KS) this work 6.1834 12.363 41.552 75.47
by the Voigt approximation, BV (uniform strain assumption), and
from below from the Reuss approximation, BR (uniform stress),
which happens to be formally equivalent to the single crystal.

The Voigt (V) [42] and Reuss (R) [43] limits for the bulk modulus
(B) and shear modulus (G) are [44]:

B ¼ ðC11 þ C12ÞC33 � 2C2
13

C11 þ C12 þ 2C33 � 4C13
(12)

BV ¼ 1
9
f2ðC11 þ C12Þ þ C33 þ 4C13g (13)
nstants (ℂij in GPa) of the investigated compounds in DC and KS structures. From the

C12 C13 C33 C44 C66 BR BV

55.86 54.02 101.51 44.70 47.95 70.182 70.186
70.18 50.65 123.64 51.68 56.36 78.247 78.483
e e e e e e e

34.10 53.89 82.58 33.15 35.97 63.708 63.711
55.14 67.94 87.45 38.39 38.17 71.168 71.827
e e e e e e e

31.31 48.84 53.82 27.03 29.69 43.36 48.202
16.11 11.79 31.53 13.46 24.70 18.99 19.02
83.40 68.04 131.55 47.42 52.18 92.18 92.405
45.47 83.65 115.62 49.59 33.32 93.234 93.286
e e e e e

62.31 64.08 103.67 39.21 38.90 77.844 77.586
43.46 66.98 105.74 41.11 33.83 79.465 79.473
e e e e e e e

24.16 40.99 69.83 31.80 37.61 50.804 50.806
e e e e e

29.43 34.59 77.34 30.38 38.35 50.743 50879
71.79 58.98 113.53 43.81 45.99 80.111 80.370
e e e e e

30.84 67.98 90.36 40.94 40.58 72.357 73.033
55.7 55.8 92.0 41.8 41.2 e e

67.343 67.528 103.244 49.779 50.101 e e

44.82 50.91 94.79 32.94 36.00 67.589 67.743
e e e e e e e

45.79 47.50 97.42 31.63 37.53 66.654 66.859
46.6 45.4 74.8 33.5 33.7 e e

57.352 57.174 90.274 42.71. 41.729 e e

30.78 48.22 46.77 26.01 36.49 47.116 45.991
24.56 29.59 57.31 25.35 33.07 41.353 41.751



Table 2
Calculated band gap energy compared with experimental and theoretical data
quoted from Ref. [45].

Eg(EVGGA) Eg(mBJ) Experiments quoted from Ref. [45]

Cu2ZnGeS4 (DC) 0.65 1.01 e

(KS) e 1.20 e

Ref. [45] (KS) e 1.51 2.07, 2.13
Cu2ZnGeSe4 (DC) 0.18 0.52 e

(KS) e 0.52 e
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BR ¼ C2

M
(14)

where C2 ¼ ðC11 þ C12ÞC33 � 2C2
13 and M¼C11 þ C12 þ 2C33 � 4C13.

It is showed Table 1, that in obtained values of bulk modulus
from the equation of states for the KS and DC type respectively are
close to the calculated values from the single crystal elastic con-
stants (BV, BR), which enhances the accuracy of present calculations.
Ref. [45] (KS) e 0.84 1.498, 1.66
Cu2ZnGeTe4 (DC) 0.05 0.33 e

(KS) e 0.12 e

Ref. [45] (KS) e 0.45 e

Cu2ZnSiS4 (DC) 1.93 2.33 e

(KS) e 2.34 e

Ref. [45] (KS) e 2.55 2.97, 3.07, 3.25
Cu2ZnSiSe4 (DC) 0.94 1.34 e

(KS) e 1.38 e

Ref [45] (KS) e 1.65 2.1 ~ 2.3
Cu2ZnSiTe4 (DC) 1.36 1.48 e

(KS) e 1.07 e

Ref. [45] (KS) e 1.10 1.47
Cu2ZnSnS4 (DC) 0.41 0.63 e

(KS) e 0.65 e

Ref. [45] (KS) e 0.91 1.46, 1.50, 1.51
Cu2ZnSnSe4 (DC) 0.05 0.28 e

(KS) e 0.28 e

Ref. [45] (KS) e 0.54 1.0, 1.40 ~ 1.65
Cu2ZnSnTe4 (DC) 0.13 0.31 e

(KS) e 0.32 e

Ref. [45] (KS) e 0.47 e
4.2. Bonding analysis

The DC and KS compounds being studied are tetrahedrally co-
ordinated; they possess a four tetravalent-VI (X ¼ S, Se, Te) anions
and the s-states of these atoms can be treated as filled core states.
However, the p-states of anions and s-states of (Y ¼ Si, Ge, Sn)
cations, strongly interact and form the bonding and anti-bonding
bands, giving rise to an unoccupied band near the Fermi level.
Our focus here is to understand the nature of the electronic prop-
erties of the compounds and its relation to the inter-atomic bonds,
critically examining the valency of the nominally pentavalent
cation (ns2 np2 shells of Y) and the role of its lone pair (ns2) in the
band-gap formation. Thus, in an attempt to identify the key fea-
tures of the bonding and structure that strongly couple with the
electronic structure near the Fermi level. We can discuss our results
within the energy band structure. We have used in this study the
EV-GGA as well as mBJ approaches in order to improve the calcu-
lated band gap. Thereby, the calculated values within mBJ are
considerably in good agreement with the theoretical results and
experimental measures quoted from Ref. [45]. A glance at Table 2
can inform us that due to small value of the energy gaps, the ma-
terials under investigation are prerequisite for photocatalysis ap-
plications. We have supplemented our analysis with an
investigation of the partial decomposition of states(PDOS). Since
the patterns of the PDOS are almost the same for all studied com-
pounds, we have chosen to present in Fig. 2 only three densities
namely of the Cu2ZnGeS4, Cu2ZnSiS4 and Cu2ZnSnS4 DC com-
pounds. Fig. 2 reveals clearly that the conduction band is originated
from the antibonding p interaction between the X-p and the Y-sp
orbitals. However, the highest occupied molecular orbitals (HOMO)
are primarily derived from nonbonding Y 2p orbitals, and the
lowest unoccupied molecular orbitals (LUMO) are primarily
derived from X 3p orbitals. Thus, the HOMOeLUMO energy gap can
be seen as a measure of the energy of the charge transfer from the X
orbitals to the Yorbitals. The orbitals analyzed in this part are being
the most involved in the permitted transitions because they
construct the shape of the polarizability.

In general, polarizability correlates with the interaction be-
tween electrons and the nucleus. The amount of electrons in a
molecule affects how tight the nuclear charge can control the
overall charge distribution. Atoms with less electrons will have
smaller, denser electron clouds, as there is a strong interaction
between the few electrons in the atoms' orbitals and the positively
charged nucleus. There is also less shielding in atoms with less
electrons contributing to the stronger interaction of the outer
electrons and the nucleus. With the electrons held tightly in place
in these smaller atoms, these atoms are typically not easily polar-
ized by external electric fields. In contrast, large atoms with many
electrons, such as negative ions with excess electrons, are easily
polarized. These atoms typically have very diffuse electron clouds
and large atomic radii that limit the interaction of their external
electrons and the nucleus.

A systematic study of the second harmonic generation proper-
ties in the defect chalcopyrite compounds seems to be lacking. Here
we will provide a minimal set of the main results of nonlinear
optical properties. A better authoritative account of the theory may
be found in Refs. [46e48], and works cited therein. Our treatment
closely follows that found in Ref. [49]. As a starting point, we
display as a function of energy the absolute values of the dominant
components of the second order susceptibility cð2Þ of the studied
DC structure in Fig. 3. Some information may be gained by exam-
ining this plot: the compounds with atomic constituent of germa-
nium or tin seems to have more dominant nonlinear optical
properties. Let us now examine the most significant aspects of our
predictions.

The AIM volumes and charges of selected DC compounds
Cu2ZnGeS4, Cu2ZnSiS4 and Cu2ZnSnS4 are reported in Table 4. As
expected, S shows a large negative charge (close to �1.30e) while
the charges of Ge, Si and Sn cations appear superior to those of the
Cu and Zn ones. Interestingly, this statement corresponds to the
case where the Fig. 3 shows a large contribution of the

��cð2Þ��.
Moreover, it is worth noting that q(S) remains rather unchanged
whatever the considered compound.

It has been shown that further insights into the nature of
chemical bonds can be gained by means of the ELF topological
analysis in solids. [50,51], we focus here our analysis on the
chemical environment of sulfur. Fig. 4 displays the ELF localization
domains of the Cu2ZnSiS4 compound.

It worth noting that the ELF topology of other selected DC
species, namely Cu2ZnGeS4 and Cu2ZnSnS4, is quite similar. Fig. 4
reveals that the valence of S splits into four basins tetrahedrically
distributed around the S center and located along the bond axis:
two equivalent monosynpatic basins V(S) located along the SeCu
axis, one basin V(S) located along the SeZn axis and a fourth basin
V(S, Si) showing a bonding character. Moreover, Fig. 4 shows that
the domain of S topological atom is strongly polarized along the
SeSi axis and largely encompasses the four ELF domains without
overlapping with near atoms (Cu, Zn and Si). This ELF topology
reveals structural changes taking place, showing that atomic
sphericity of S is substituted by deformed ELF polarized basins.
Moreover, the lack of additional disynaptic basins V(S, Cu) or V(S,
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Fig. 3. Absolute value of the second order susceptibility cð2Þ of the studied DC compounds.

Table 3
First (cð1Þ), second (cð2Þ) and third (cð3Þ) order susceptibilities of the Cu2ZnGeS4, Cu2ZnSiS4 and Cu2ZnSnS4 compounds in their DC structure. According to the relation 7, we
have 1þ cð1Þ ¼ 1þ 4pa=V , cð2Þ ¼ 2pb=V and cð3Þ ¼ 2pg=ð3VÞ. V is the volume of the cell; all susceptibilities are in a.u. unite.
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Cu2ZnGeS4 2.75 2.81 1.98 �4.06 �1.98 2.73 �0.01 1.35 1.32 0.02 2.73 1.32 3.08
Cu2ZnSiS4 2.53 2.57 1.62 �3.45 �1.62 2.02 �0.02 1.02 1.05 0.02 2.02 1.05 2.20
Cu2ZnSnS4 2.60 2.63 1.71 �4.14 �1.71 2.91 �0.02 1.62 1.38 0.02 2.91 1.38 3.02
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Zn) confirms the main ionic character of CueS and ZneS bonds
whereas the presence of the disynaptic V(S, Si) basin suggests a
non-negligible covalent character of the SeSi bond. Nevertheless,
the ELF population analysis, provided in Table 5, shows a more
subtle scheme.
As expected, the ELF population of V(S) basins (lone pairs) are
always close to 2 electrons and the volumes of these basins remain
almost unchanged whatever the considered DC compound. The
population of the V(S, Y) basin is also close to 2 electrons which
typically corresponds to a single covalent bond [9]. Thus, regarding



Table 4
AIM volumes (bohr3), charges q (electrons) and jM1j (electrons.bohr) of
Cu2ZnYS4(Y ¼ Si, Ge, Sn) compounds.

Cu2ZnSiS4 Cu2ZnGeS4 Cu2ZnSnS4

Vol. q. jM1j Vol. q. jM1j Vol. q. jM1j
S 167 �1.31 61 184 �1.30 62 183 �1.31 62
Y 10 3.59 4.2 11 3.55 4.4 10 3.87 1.2
Zn 100 0.95 78 98 0.89 76 100 0.92 75
Cu 100 0.51 73 106 0.51 80 104 0.48 80

Table 5
ELF population analysis of Cu2ZnYS4(Y ¼ Si, Ge, Sn) compounds. N in electrons,
volume in Refs. bohr3, pXY is the bond polarity index. The numbering of basins is
given is agreement with Fig. 4.

Basin Cu2ZnSiS4 Cu2ZnGeS4 Cu2ZnSnS4

Vol. N pXY Vol. N pXY Vol. N pXY

V(S, Y) 41 1.92 0.86 41 1.62 0.87 48 1.84 0.94
V(S)1 62 1.73 68 1.80 60 1.71
V(S)2 56 1.87 64 1.97 59 1.91
V(S)3 63 1.89 66 2.02 61 1.93
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the covalent character of the bond, the SeSi bond seems to be
slightly strongest than other ones V(S, Y) since its population is
larger than the other ones.

4.3. Polarizabilities and their derivatives

In this subsection, the coupled perturbed HartreeeFock per-
formed at frequencies method [52] for computing electronic
nonlinear optical properties of periodic systems has been applied to
calculate the polarizability a ð1þ cð1Þ ¼ 1þ 4pa=VÞ tensor of rank
2), the 1st hyperpolarizability b ( cð2Þ ¼ 2pb=V tensor of rank 3) and
the 2nd hyperpolarizability g (cð3Þ ¼ 2pg=ð3VÞ tensor of rank 4).
Although the coupled perturbed HartreeeFock method gives
satisfactory results, it requires a supercell to be defined, while
keeping the periodicity along the applied field direction. The
dimension of the studied system is thus very quickly limiting in
terms of expansiveness in time and computational requirements.
So a first-principles estimation of all of the third-order nonlinear
susceptibility of the 9 DC compounds would be a rather cumber-
some task, which is out of the scope of this work. Instead, we have
chosen the (Cu2ZnGeS4, Cu2ZnSiS4 and Cu2ZnSnS4) one to do this
task (see Table 3), because they are informative enough for
considering the subject of our investigation. The main remark from
Table 3 emphasizes that high cð3Þ values are related to the bonding
of the compound, and that the polarization along zzz are much
more favorable direction. This is attributed to an exceptionally
strong nonlocality of the electronic polarization, that is, assuming
Fig. 4. ELF localization domains (ELF ¼ 0.84) of Cu2ZnSiS4 compound. Color code: green:
electron density (r ¼ 0.07 e.Bohr�3). (For interpretation of the references to color in this fi
that the electric field applied at a given point would induce a dipole
moment not only at the very point but in the vicinity of this point.

At this stage, the fundamental question of the polarity of the SeY
bonds deserves a special attention. The atomic charge of Y slightly
increases from 3.59e(Si) to 3.87e(Sn) (see Table 4) in reasonable
agreement with the electronegativity differences. In contrast, the
charges of ions Zn (0.95e), Cu (0.5e) and S(�1.30e) remain quite
unchanged in all compounds. This trend is confirmed by the dipolar
polarization (jM1j) which is large and quite unchanged for Cu, Zn. In
the case of Y, jM1j is small and thus, this clearly indicates a veryweak
atomic polarization meaning that the topological atom is undis-
turbedby its chemical environment. This can be also understood as a
almost negligible charge transfer from Y to the sulfur atom. Table 5
gives the ELF bond polarity index pXY for each V(S, Y) bonding ba-
sin (Y]Si, Ge, Sn). The values of pXYare always upper than 0.85. This
result is in agreement with the AIM analysis (charges and jM1j)
because it reflects the strong polarization of the SeY bond, themain
atomic contribution of theV(S, Y) population coming from the sulfur
atom. This trend is also common to DC and KS species: the presence
of Si, Ge or Sn cations does not affect the properties of S. Se and Te
probably should display a quite similar behavior. In a series, from Si
to Sn, the bond polarity index increases in agreement with the
electronegativity differences. Inotherwords, these analyzes confirm
that the SeY interaction canbeviewas a S lonepair lightlyperturbed
by the chemical environment.
bonding basin V(S, Si), red: valence basins V(S). light blue dots: contour map of the
gure legend, the reader is referred to the web version of this article.)
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5. Conclusion

In order to unravel the origin of optical properties of the
Cu2ZnYX4(X ¼ S, Se, Te, Y ¼ Si, Ge, Sn) compounds, we have used a
combination of the electron localization function (ELF) analysis and
density functional theory DFT methodology. Firstly, we have
addressed a global description of the zero Kelvin temperature of
structural and dynamical properties of the studied compounds.
Given the realization of the Born criteria of the elastic constants for
the DC and KS structures, we can confirm the stability of the
Cu2ZnYX4 in these phases. We have dressed a systematic study on
electronic and optical properties of the selected DC Cu2ZnSnS4,
Cu2ZnGeS4 and Cu2ZnSiS4 compounds. The finding results reveal
their capacity as nonlinear device.

Secondly, the ELF topological tools has proved to be versatile
enough to be applied to track the volume and electronic population
of the lone pair and covalent bonding of the selected compounds. In
Fact, in this formalism, a balance between covalent and weak ionic
chemical behavior has been highlighted: the compound with the Si
cation is the more covalent with a localization of electron shared
with the X anions. The polarization contribution between atoms is
mainly affected by the charge transfer between nuclear attractors.
However, the valence basin center is located at this attractor po-
sition forming the bonds. In the case of bonds, attractors do not
systematically localized on the bond midpoint and their localiza-
tion depends on electronegativity differences between the atoms
forming the bond and on the nature of the chemical environment.
These attractor's positions are well defined by the mathematical
properties of the ELF function in the framework of the theory of
dynamical systems.

Finally, based on the coupled perturbed HartreeeFock method,
dipoles and higher hyperpolarizabilities have been globally and
microscopically predicted. Local dipole contributions (dipolar po-
larization) have been shown to be useful to rationalize inductive
polarization effects. It would be far easier to notice that the choice
of the Y cations influences on the magnitude of the dipolar polar-
ization. More the Y cation is heavy more it is polarizable. This
behavior can be attributed to the charge deformation: more the
density of electron is distorted more the electron are free to move.
We found that the X lone pair electrons strongly interact with the
surrounding Y-p orbitals, which are directly involved in the band
gap formation, and the inter/intraband transitions giving rise to
second harmonic generation properties.
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